© 2013 I-Jui Sung
DATA LAYOUT TRANSFORMATION THROUGH IN-PLACE TRANSPOSITION

BY

I-JUI SUNG

DISSERTATION

Submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Electrical and Computer Engineering in the Graduate College of the University of Illinois at Urbana-Champaign, 2013

Urbana, Illinois

Doctoral Committee:

Professor Wen-Mei W. Hwu, Chair
Professor William D. Gropp
Associate Professor Steven S. Lumetta
Professor Sanjay J. Patel
Matrix transposition is an important algorithmic building block for many numeric algorithms like multidimensional FFT. It has also been used to convert the storage layout of arrays. Intuitively, in-place transposition should be a good fit for GPU architectures due to limited available on-board memory capacity and high throughput. However, direct application of in-place transposition algorithms from CPU lacks the amount of parallelism and locality required by GPU to achieve good performance.

In this thesis we present the first known in-place matrix transposition approach for the GPUs. Our implementation is based on a staged transposition algorithm where each stage is performed using an elementary tiled-wise transposition. With both low-level optimizations to the elementary tiled-wise transpositions as well as high-level improvements to existing staged transposition algorithm, our design is able to reach more than 20GB/s sustained throughput on modern GPUs, and a 3X speedup.

Furthermore, for many-core architectures like the GPUs, efficient off-chip memory access is crucial to high performance; the applications are often limited by off-chip memory bandwidth. Transforming data layout is an effective way to reshape the access patterns to improve off-chip memory access behavior, but several challenges had limited the use of automated data layout transformation systems on GPUs, namely how to efficiently handle arrays of aggregates, and transparently marshal data between layouts required by different performance sensitive kernels and legacy host code. While GPUs have higher memory bandwidth and are natural candidates for marshaling data between layouts, the relatively constrained GPU memory capacity, compared to that of the CPU, implies that not only the temporal cost of marshaling but also the spatial overhead must be considered for any practical layout transformation systems.

As an application of the in-place transposition methodology, a novel ap-
approach to laying out arrays of aggregate types across GPU and CPU architectures is proposed to further improve memory parallelism and kernel performance beyond what is achieved by human programmers using discrete arrays today.

Second, the system, DL, has a run-time library implemented in OpenCL that transparently and efficiently converts, or marshals, data to accommodate application components that have different data layout requirements. We present insights that lead to the design of this highly efficient run-time marshaling library. Third, we show experimental results that the new layout approach leads to substantial performance improvement at the applications level even when all marshaling cost is taken into account.
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CHAPTER 1
INTRODUCTION

Transposition is an effective way to reshape the memory access and communication patterns of parallel programs on modern throughput-oriented architectures. This thesis shows that transposition can be efficiently and practically performed in throughput-oriented architectures with new in-place algorithms which dramatically reduce or even eliminate the spatial overhead.

In-place transposition and data layout conversion permute elements in a rectangular array. The reordering can happen statically or dynamically. This thesis will focus on a dynamic approach (i.e. the elements are marshaled at runtime), as it is more general and preferred by some applications (e.g. parallel FFT).

However, there is currently no standard way to interface the transposition and data layout transformations to the users. To elaborate on this, we shall look at a classic example first.

1.1 The Tale of Two Gearboxes

Let us start from automobile transmission systems. Admittedly, they are seemingly unrelated things that would be more familiar to an automobile engineer than to a computer engineer specialized in massively parallel programming models. However, this does not mean that we cannot learn something from these gearboxes, especially when you see them as levels of abstraction.

So you may have driven a manual transmission car. A manual transmission car comes with a much more efficient gearbox compared to the one in an automatic transmission car. On the other hand, to learn driving using a manual transmission car usually takes much more time than to learn driving an automatic transmission car. Part of the learning curve is to carefully control the clutch, which on the other hand is automated in an automatic
transmission car. These are tradeoffs and that is why today you can still buy a car that is either automatic or manual.

For obvious reasons, in this thesis we shall not put too much emphasis on the details of gearboxes. So why would we start with this? It is because of the underlying philosophy. Let us see the analogy of gearboxes as an example of the tradeoffs found in designing programming interfaces for the GPUs: the granularity of control versus performance. To be concrete, to program a GPU for large fraction of the peak performance it can require tuning the control flow structure and data layout for an accelerated program, at the cost of time and demanding a significant level of expertise. On the other hand, it would be much simpler if there were a programming model that could (magically) do the heavy lifting in terms of program transformation, even at a cost of some efficiency.

While it is possible for an experienced programmer to design an efficient data layout for the program and spend a lot of time modifying numerous lines of code to make use of this data layout, it is simply too time consuming for most projects. Therefore, we advocate data layout transformation tools to provide an abstraction that alleviates such a burden from most programmers who prefer to dedicate their energy in other aspects of software development.

The techniques described in this thesis relieve the programmers from the burden of making the decision about the type of layouts for each part of the program and how the conversions need to be done when the program execution transitions from one part to another.

Similar to flavors of gearboxes and transmission systems, the systems we have built can be used in different scenarios and by different kinds of programmers: first, an in-place transposition methodology is developed as a library for people who prefer a library interface to the in-place transposition. We will present designs of tiled transposition routines that are crucial for throughput. Second, these routines are employed in a transparent layout transformation system for OpenCL to address the throughput problem when accessing array-of-structures. Finally we will present extensions of the tiled transposition notation to perform layout tiling of rectangular multidimensional arrays for memory parallelism in high-end GPUs.
1.2 Organization of This Thesis

The organization of this thesis is as follows: Chapter 2 presents background information on the DRAM system and transposition; Chapter 3 surveys the problems of in-place transposition per se and applications of in-place transposition as data layout transformation to address memory throughput issues caused by strides in various applications. Chapter 4 describes efficient in-place transposition on the GPUs. In Chapter 5 we apply the methodology to address non-unit-stride in a class of application patterns called array-of-structures. Finally Chapter 6 further extends the data layout transformation to improve memory level parallelism on a class of applications called structured grids.
CHAPTER 2
BACKGROUND

This thesis is mainly focused on the problem of efficiently performing in-place matrix transposition on the GPUs, and extensions of the in-place matrix transposition for improving memory throughput on GPGPU applications.

The nature of these performance problems is connected by the way modern synchronous DRAM chips are designed. So we shall first look at the root cause: synchronous DRAM from a software and computer architecture perspective.

2.1 A Simplified Overview to Synchronous DRAM

In a somewhat overly simplified sense, DRAMs are more like a large array of capacitors connected to two-dimensional arrays. The capacitance in each bit has to be sufficiently large to hold enough charge to drive the signal wires to reach the sense amplifier. Due to the large RC delay, the latency of synchronous DRAM (SDRAM) accesses in the core array has not been improved much over the past decades [1]. The predominant idea so far to keep the SDRAM throughput increasing is to fetch a continuous range of data from DRAM cells nearby at once, and pipe the data out at a much higher rate.

This technique is called core prefetching. We can then define a ratio specifying the degree of prefetching, i.e. how many times more data is prefetched out per each request. This is called the prefetch ratio. As we can see from Figure 2.1, the core prefetch ratio has been increasing to 8 for DDR3 SDRAM. As like any form of prefetching, there is an assumed access pattern. In current SDRAM systems the core prefetching is designed for accesses that consist of multiple data in a continuous range of addresses. In DRAM terms, that usually means accessing consecutive columns in a row, which can be
Figure 2.1: DRAM rate to core prefetch ratio. From “Challenges and solutions for future main memory,” Rambus Inc., white paper, May 2009.

achieved by using *bursted access* or bursts. This is a special type of SDRAM command that specifies not only the address to access but also essentially a small vector of data to be accessed.

On CPUs, it is usually the last level cache controller that interfaces the DRAM controller, and naturally a cache line miss at the last level cache would result in issuing a DRAM burst access.

### 2.2 GPU Memory System Hierarchy

As a consumer product, the memory hierarchy of GPUs contains commodity SDRAMs. Modern SDRAMs, however, require large bursts to reach good performance. Due to the nature of graphics workload, GPUs have very high memory bandwidth (to its *global memory*, or on-board DRAM) requirements, and also supports a much higher degree of parallelism compared to CPUs. This leads to a drastic departure of design philosophy in modern GPU memory systems, in terms of how SDRAM bursts are formed: GPUs perform
vectorization of memory requests from threads and form a DRAM burst out of these vectorized accesses.

For example, imaging that we have a system that can run four threads in a SPMD way, or single program multiple data, i.e. the four threads run more or less the same instruction stream in lock-step, but to make useful work, they access different subsets of data. A simple approach is to assign data to threads in this simple way:

1. Thread 0 accesses data \( i \) if \( i \mod 4 = 0 \).
2. Thread 1 accesses data \( i \) if \( i \mod 4 = 1 \).
3. Thread 2 accesses data \( i \) if \( i \mod 4 = 2 \).
4. Thread 3 accesses data \( i \) if \( i \mod 4 = 3 \).

And we can program the system such that all the data is looped through sequentially with an increment of 4, and each thread accesses one of the four elements in each iteration. In this approach, threads 0, 1, 2, 3 would touch data 0, 1, 2, 3, respectively in the first iteration. So at runtime, one way to produce larger DRAM bursts is that we can add a hardware component in the memory access path that inspects the memory addresses coming out from each of the threads and group them into one larger memory access if the addresses are within a certain range, and if so these requests are placed in a larger request of consecutive elements together.

Such a highly interleaved memory system and vectorization is inevitably sensitive to strides. Strides that come from the same SIMD lane causes inefficient memory coalescing that leads to many (instead of one) DRAM requests. Figure 2.2 shows the performance versus strides of a simple GPU kernel: \( y[i \times \text{stride}] = a \times x[i \times \text{stride}] + y[i \times \text{stride}] \);, where \( i \) is the thread index. The performance degraded fast for small strides (where you see fewer and fewer memory accesses grouped in a DRAM request) and stopped decreasing when strides reach 15 elements or larger, where you see virtually only one memory requests is served in one DRAM request.
2.3 Transposition and Data Layout Transformation

Transposition has long been used as an approach to turn non-unit-strides into unit-strides, when the access pattern involves accessing along columns in a row-majorized matrix.

Transposition itself is non-trivial as the nature of transposition involving permutation of elements. For example copying $A[i][j]$ to $A^T[j][i]$ naively would involve strided loads or stores, depending on whether $i$ or $j$ is placed in the inner loop.

```c
for (i = 0; i < M; i++)
    for (j = 0; j < N; j++)
        A_T[i][j] = A[j][i];
```

Listing 2.1: A simple out-of-place transposition in C.

In this code snippet, there will be a large stride when reading from $A[i][j]$, and there are even more complications if we want to perform this in-place. Also, since we would use transposition as a means to improve memory locality of applications, the cost of transposition shall be minimized.
CHAPTER 3

SURVEY OF PROBLEMS

3.1 Matrix Transposition

Matrix transposition is an important algorithmic building block for many numeric algorithms like multidimensional FFT. It has also been used to convert the storage layout of arrays, for example, between column-major and row-major ordering. This can be useful for improving memory locality especially when the given access pattern would lead to large strides.\(^1\) It is also a crucial step in radar imaging [2].

Also, in image processing, the operation of extracting color planes from an RGB image can be viewed as a form of transposition. Moreover, a special form of transposition, called conjugate transpose, is widely applicable in quantum mechanics and linear algebra.

3.1.1 FFT

It is worthwhile to note that FFTs are a class of algorithms that extensively uses transposition [3]. To illustrate it, Figure 3.1 plots the well-known butterfly diagram for the data dependencies found in a 16-point FFT. If we parallelize it on four processors, a block layout that laid out data sequentially and distribute the data in a blocked manner, leads to communication at first few steps, as shown in Figure 3.2. Alternatively if the data is distributed in an interleaved manner, as shown in Figure 3.3, there will be communication in last few steps. One way to reduce the communication is to introduce a transpose in the middle, as shown by Figure 3.4.

Figure 3.1: Data dependencies in a 16-point FFT. (From J. Demmel, CS267 parallel spectral methods: Fast Fourier transform (FFTs) with application, Spring 2012.)
Figure 3.2: Block data layout of an $m = 16$-point FFT on $p = 4$ processors. There is communication in the first $\log(m/p)$ steps. (From J. Demmel, CS267 parallel spectral methods: Fast Fourier transform (FFTs) with application, Spring 2012.)
Figure 3.3: Cyclic data layout of an $m = 16$-point FFT on $p = 4$ processors. There is communication in the last $\log(p)$ steps. (From J. Demmel, CS267 parallel spectral methods: Fast Fourier transform (FFTs) with application, Spring 2012.)
Figure 3.4: Transpose algorithm of an $m = 16$-point FFT on $p = 4$ processors. Transposition in the middle converts layout from block to cyclic, and all the communications are in the transposition stage. (From J. Demmel, CS267 parallel spectral methods: Fast Fourier transform (FFTs) with application, Spring 2012.)
3.2 Array-of-Structure (AoS)

Having coalesced memory access has long been advocated as one of the most important off-chip memory access optimizations for modern GPUs. However, numerical solvers for many physical problems such as CFD (computational fluid dynamics) involves solving multiple related physical properties in discretized space. Naturally, these properties can be mapped into structures and then grouped into an array, in which each GPU thread accesses its corresponding structure instance. The OpenCL kernel AoS in Listing 3.1(line 6–9) is a simplified case showing this usage. Note in OpenCL each work-item (thread) is assigned uniquely an index, which can be obtained through the `get_global_id` intrinsic call.

It is commonly assumed that the AoS layout of such data structure degrades the performance by creating non-unit-stride access across GPU work-items (or threads in CUDA terms) in the same wavefront (or warp in CUDA terms). Figure 3.5 shows how individual elements are laid out in memory. A commonly applied transformation is to manually convert it to discrete ar-
struct foo{
    float bar;
    int baz;
};

__kernel void AoS( __global foo* f) {
    f[get_global_id(0)].bar*=2.0;
}

__kernel void DA(__global float *bar,
    __global int *baz) {
    bar[get_global_id(0)]*=2.0;
}

struct foo_2 {
    float bar[4];
    int baz[4];
};

__kernel void ASTA(__global foo_2* f) {
    int gid0 = get_global_id(0);
    f[gid0/4].bar[gid0%4] *=2.0;
}

Listing 3.1: AoS, discrete arrays, and ASTA.
Figure 3.6: The layout of an array-of-structure and corresponding structure-of-array. \( a[8] \), \( b[8] \), and \( c[8] \) may be declared as separate arrays, so the term SoA is used interchangeably with discrete arrays.

rays (DA), which is shown in Figure 3.6. In this example, one declares a float array to hold all float bars across structure instances in the array; another int array for all int bars. This is to work around a limitation of mainstream GPGPU programming models that are derived from C: structure types do not support variable-sized member arrays in general. So programmers usually have to implement aggregates of dynamically allocated arrays into discrete arrays, one for each former structure member. This is shown in the kernel DA in Listing 3.1 (line 10–13).

Another practical option, also mentioned by Che et al. [6], is applicable when all members are of the same (scalar) type: replacing the structure by an additional dimension and use hard-coded indices (possibly using preprocessor macros or enumerations) for each “member.” This effectively degenerates the SoA to a multidimensional array of the same scalar type. Through a transposition, one can move the named indices to the highest dimension.

Figure 3.7 show the average time for accessing a float data element of a microbenchmark. In the microbenchmark, each work-item works on one of a million of structure instances in an AoS array. The work-item with global ID \( i \) accesses the \( i \)-th structure instance. Each work-item computes sum reduction over all members in that structure instance. The sum is
Figure 3.7: Speedup of discrete array over the AoS layout on a simple reduction kernel. The top one is measured on an NVIDIA (Fermi) GPU; the bottom one is measured on an ATI GPU.
then duplicated into all members of the corresponding instances of another array-of-structure. The duplication gives the benchmark balanced number of loads and stores. This gives the loads and stores the same level of influence on the measured cost. This benchmark does very little computation so it is obviously memory bound. For each architecture, a transformed version (from AoS to DA) is presented to show the relative memory bandwidth gain.

The results from the NVIDIA architecture match the conventional wisdom of GPU data layouts: the cost of accessing the AoS grows almost linearly as the structure size increases. A reasonable explanation is that as the size of the structure increases, the stride of the accesses within each wavefront also increases. This increases the portion of each DRAM burst that is discarded by the memory access unit. The discrete array curve shows that the DA layout preserves the efficiency of DRAM accesses as the size of the structure grows. Surprisingly, on the ATI architecture the AoS layout performs better than the DA layout for structures smaller than 14 floats. There seems to be a buffer and/or a VLIW instruction schedule that allow more parts of each DRAM burst to be utilized. This means that for ATI architectures, moderately sized AoS is the better choice over DA. We believe that after 16 elements, the working set sizes of AoS buffer of this particular benchmark exceed the cache sizes on that particular architecture.

Figure 3.7 shows that choosing a single layout for portable performance is not trivial. Naïve conversion of all GPU kernels to discrete arrays might work well for NVIDIA GPUs, but it is not the best choice for ATI GPUs. Without a good programmer-level strategy for all architectures, the programmers will always be compelled to write multiple versions of kernels in order to get good performance on each architecture. We show such a strategy in this thesis.

### 3.2.1 In-Place Layout Conversion

Consider the layout of array \( F \) which is passed to kernel AoS in Listing 3.1, Line 6. Assume that the programmer has changed to kernel DA in Listing 3.1, line 11. Since array \( F \) is still in AoS form on the host side, it needs to be marshaled into the new DA form for use by the new kernel. To convert array \( F \) to a DA layout in GPU, one approach is to launch a kernel with \( 2n \) work-items. Each work-item uses its index to load a distinct \( F \) element, one of
the two scalar members \texttt{bar} and \texttt{baz}, into its register. This is illustrated in Figure 3.8. All work-items then perform a barrier synchronization to ensure that everyone has finished loading its assigned element. After the barrier, all work-items store the loaded value to new locations in the new discrete arrays, as shown in Figure 3.8.

![n structure instances diagram]

There are however two problems. First, the array size (n) is usually large for GPU workloads, but the scope of barrier synchronization in current GPU architecture is fairly small; in general GPU architectures do not support global barriers across work-groups, each of which usually consists of at most 1024 work-items (fine-grained threads) out of tens of thousands of total work-items. This means a straightforward GPU-based in-place marshaling kernel would not scale much beyond 1024 work-items. If we see the problem of converting array F to SoA as transposing a two-by-n column-major matrix in-place, then in this approach the scope of barrier synchronization must be large enough to cover any cycles in the transposition process.

3.3 Structured Grids

Structured grid applications [7] are a class of applications that calculate grid cell values on a regular (structured in general) 2D, 3D or higher-dimensional grid. Each output point is computed as a function of itself and its nearest neighbors, potentially with patterns more general than a fixed stencil.
Examples of structured grid applications include fluid dynamics and heat distribution that iteratively solve partial differential equations (PDEs) on dense multidimensional arrays. When parallelizing such applications, the most common approach is spatial partitioning of grid cell computations into fixed-size portions, usually in the shape of planes or cuboids, and assigning the resulting portions to parallel workers e.g. Pthreads, MPI ranks, or OpenMP parallel for loops.

However, the underlying memory hierarchy may not interact in the most efficient way with a given decomposition of the problem; due to the constantly increasing disparity between DRAM and processor speeds [8], modern massively parallel systems employ wider DRAM bursts and a high degree of memory interleaving to create sufficient off-chip memory bandwidth to supply operands to the numerous processing elements.
CHAPTER 4

IN-PLACE TRANSPOSITION ON GPUS

Since matrix transposition is obviously memory bound (essentially no computations but permuting elements), the performance of matrix transposition is dictated by the sustained memory bandwidth of the underlying architecture. This makes GPU an attractive platform to execute the transposition because of its sheer memory bandwidth (to its global memory) comparing to CPUs. Implementing out-of-place matrix transposition on GPU that achieves a large fraction of peak memory bandwidth is well studied as reported by Ruetsch and Micikevicius [9]. However, the memory capacity on GPU is usually a much more constrained resource than the CPU counterparts, and if an out-of-place transposition is employed, only up to 50% of the total available GPU memory could be used to hold the matrix as the out-of-place transposition has at least 100% spatial overhead. This leads to the need of a general in-place transposition library for the accelerator programming models.

To avoid the high spatial overhead of out-of-place transposition, one can trade most of the spatial overhead with computation by using in-place transposition, which means the result $A^T$ occupies the same physical storage locations as $A$. In this chapter, we shall explore multiple approaches of in-place matrix transposition for the GPUs. First, we will look at the simplest case of transposing square matrices in-place. Generalizations to the cases where $M \approx N$ for $M \times N$ matrices can be made through padding. Consequently, we will also explore parallel padding methods for the GPUs. Finally we shall look at the most general case for arbitrary rectangular matrices with $M \neq N$.

---

4.1 In-Place Transposition of Square Matrices and Near-Square Matrices

When transposing an $M \times N$ matrix $A$ where $M = N$ in-place, the content of an off-diagonal element $(i, j)$ will be swapped with the content of $(j, i)$. To obtain coalesced memory access on the GPU, we can use tiling in the on-chip memory to perform transpositions of submatrices entirely in on-chip memory. The basic idea is the following:

1. Divide the matrix into square tiles of $T \times T$ where the tile is about half of the size of on-chip memory. An element $(i, j)$ belongs to tile $(k, l)$ where $k = i/T, l = j/T$.

2. Perform parallel transposition using on-chip memory as temporary storage for each on-diagonal tile $(k, l)$ where $k = l$.

3. Launch a thread-block, copy tile $(k, l)$ and tile $(l, k)$ to on-chip memory as transposed, and store these transposed copies back to the opposite location for each upper-triangular tile, i.e. $(k < l)$.

Figure 4.1: Throughput of transposing an $N \times N$ matrix in-place on an NVIDIA Tesla C2050 (Fermi) GPU.

Figure 4.1 plots the performance of this simple approach. In general, this can achieve very good performance with sufficiently large matrix sizes. Given the fact that the peak memory bandwidth of a Tesla C2050 is 144GB/s, we have achieved roughly 50% of the peak.
As observed by Dow [10], this method can be slightly extended to handle the case where the matrix is almost square, i.e. \( M \approx N \), through padding. In the following section, we discuss parallelization of padding.

4.1.1 Parallel Padding on the GPUs

For row-major matrices, padding the matrix for extra rows is trivial – allocating extra space at the end of the array effectively add rows to the matrix. It is trickier if we are padding columns. Figure 4.2 illustrates this kind of padding.

\[ \text{AsyncMovableRows} = \frac{(\text{TotalRows} - \text{RowsMoved}) \times C}{\text{RowSize} + C} \]  

(4.1)

Where \( \text{TotalRows} \) is the number of rows, \( \text{RowsMoved} \) is the number of rows that have been moved to the destination, and \( C \) is the number of columns to be padded; \( \text{RowSize} \) is the number of elements in a row before padding. If we start from the last row, in each iteration we can move \( \text{AsyncMovableRows} \) rows to the empty space. Figure 4.3 shows such parallel
in-place padding.

Figure 4.3: If there is enough room, multiple rows can be moved in parallel. In this example, row 3 and row 4 can be moved in parallel in iteration 1, but row 2 has to be moved in iteration 2 as it overlaps with the space taken by row 3.

For the GPUs, this asynchronous approach can be implemented naturally as sequentially launching AsyncMoveableRows CUDA thread block, and each thread block moves a row asynchronously, whereas the second algorithm can be implemented as launching only one thread block and having the thread block moving the rest of rows in a synchronous way, using the shared memory and thread synchronization barrier to implement the synchronized semantics.

Figure 4.4 plots the performance of such padding on a Tesla K20 GPU.

Figure 4.4: Throughput of parallel padding a $5K \times 4K$ matrix to square on a Tesla K20 GPU. The red curve shows the parallelism available in each iteration in terms of AsyncMoveableRows.

Note that in this particular case, after roughly 181 iterations, there are still 99 rows to be moved, but the space then would be insufficient to move
even more than one row in parallel and asynchronously. After this point, we have to use an iterative algorithm to move the rest of the rows, one-by-one.

Here the synchronous algorithm loads the content of entire row to some temporary storage synchronously, and the store the entire row to the destination.

The peak memory bandwidth of Tesla K20 is roughly 208 GB/s, so the performance is actually quite good when there is enough rows to be moved. However, the performance degraded quickly and eventually goes far below 10 GB/s in the latest stage (i.e. synchronously moving row-by-row when insufficient space). The effective throughput is 38.2 GB/s for this case. When the number of padding columns is reduced, the performance would reduce correspondingly.

In sum, the square transposition approach is very attractive for square matrices, but for near-square matrices the overhead of padding pulls the overall performance of this approach below 10 GB/s on even latest Tesla GPUs, i.e. summing up the time for padding, transposition, and packing (which is of very similar performance as the padding operation). In the following sections we shall show an approach that delivers better performance to this pad-and-transpose approach.

4.2 In-Place Transposition of Rectangular Matrices

The spatial overhead is either none (i.e. methods that do not use bit flags) or at most a small fraction of the input size (one bit per element). In-place transposition on traditional processors and multi-core architectures has been studied in previous works [11]. Most of the sequential in-place transposition can be classified as cycle-following [12, 13, 14].

Mathematically, in-place transposition is a permutation that can be factored into a product of disjoint cycles [15]. Assume that A is an $m$-rows-by-$n$-columns array ($m \times n$ for brevity), where $A(i, j)$ is the element in row $i$ and column $j$. (In the following text, when we refer to a element in a row-major array, we use C-like syntax like $A[i][j]$; when we refer to an element in a column-major array, we use FORTRAN-like syntax like $A(i, j)$.) In a linearized column-major layout, $A(i, j)$ is in offset location $k = i + jm$. The transposed array $A'$ is an $n$-rows-by-$m$-columns array, and $A(i, j)$ at offset
$k$ is moved to $A'(j, i)$ at $k' = j + in$ after transposition. The equation for mapping from $k$ to $k'$ is:

$$k' = \begin{cases} \frac{kn}{M}, & \text{if } 0 \leq k < M \\ M, & \text{if } k = M \end{cases} \tag{4.2}$$

where $M = mn - 1$. For transposing an $m \times n$ row-major array, the equation is:

$$k' = \begin{cases} \frac{km}{M}, & \text{if } 0 \leq k < M \\ M, & \text{if } k = M \end{cases} \tag{4.3}$$

Since we are moving elements in-place, the destination an element is moved to has to be saved and further shifted to the next location. Following this we can generate a “chain” of shifting. For example, we can use a row-majored $5 \times 3$ matrix transposition example, i.e. $m = 5, n = 3, M = mn - 1 = 14$ as shown in Figure 4.5. We start with element 1, or the location of $A[0][1])$. The content of element 1, or the location of $A'[1][0])$, should be moved to the location of element 5, or the location of $A[2][1])$. The original content at the location of element 5 is saved before being overwritten and moved to the location of element 11, or the location of $A'[2][1])$; the original content at the location of element 11 to the location of element 13, and so on. Eventually, we will return to the original offset 1. This gives a cycle of $(1 \ 5 \ 11 \ 13 \ 9 \ 3 \ 1)$. For brevity, we will omit the second occurrence of 1 and show the cycle as $(1 \ 5 \ 11 \ 13 \ 9 \ 3)$. The reader should verify that there are five such cycles in transposing a $5 \times 3$ row-major matrix: $(0) \ (1 \ 5 \ 11 \ 13 \ 9 \ 3) \ (7) \ (2 \ 10 \ 8 \ 12 \ 4 \ 6) \ (14)$.

An important observation is that an in-place transpose algorithm can perform the data movement for these five sets of offset locations independently. This means that we only need to synchronize the data movement within each cycle.

### 4.3 Parallelization of In-Place Transposition

As cycles by definition never overlap, it is an obvious source of parallelism that could be exploited by parallel architectures. In fact, most of prior
works [16] parallelize by assigning each cycle to a thread. However, for massively parallel systems that requires thousands of concurrently active threads to attain maximum parallelism, this form of parallelism alone is neither sufficient nor regular. Figure 4.6 shows the number of nontrivial cycles in transposing the $M \times N$ matrix, $0 < M, N < 30$ (i.e. $|c| > 1$ for a cycle $c$). The diagonal case, where $M = N$, contains significantly more cycles than the rest of the cases, but for the vast majority of other cases the amount of parallelism from the sheer number of cycles is both much lower and varying. Even for larger $M$ and $N$, the parallelism coming from cycles can be low. Also, as proven by Cate and Twigg [14], the length of the longest cycle is always a multiple of lengths of other cycles. This creates significant load imbalance problem for non-square matrices.

4.3.1 Locality Concerns of In-Place Transposition and Tiled Transposition

It has been proven that the in-place transposition has poor locality as the function of computing the next element is somewhat random [17]. This problem can be alleviated at the expense of multiple memory accesses per element as pointed out by multiple authors [18, 19, 10]. Essentially a full transposition is decomposed to a series of tiled transpositions, as suggested by Gustavson and others. This class of techniques tiles alleviate the poor locality found in cycle following. Here we present a simplified version illustrating one
Figure 4.6: Number of cycles available in transpositions up to $30 \times 30$.

multi-stage transposition algorithm. For example, consider a $4 \times 2$ matrix:

$$
\begin{pmatrix}
0 & 1 \\
2 & 3 \\
4 & 5 \\
6 & 7
\end{pmatrix}
$$

To make it easier to see the memory locations, the matrix elements are assigned values that are the same as their offset from the beginning of the array. This can be treated as a $2 \times 2 \times 2$ array (think of a two-by-one matrix in which an element is actually a two-by-two matrix, like:

$$
\begin{pmatrix}
\begin{pmatrix}
0 & 1 \\
2 & 3
\end{pmatrix} \\
\begin{pmatrix}
4 & 5 \\
6 & 7
\end{pmatrix}
\end{pmatrix}
$$

So far we have not yet move any data, but merely view the data in a different way. Now, a full transposition can be achieved by first conducting
two independent $2 \times 2$ transpositions in-place, which leads to:

$$
\begin{pmatrix}
0 & 2 \\
1 & 3 \\
4 & 6 \\
5 & 7
\end{pmatrix}
$$

If we again view the matrix from another perspective, this is equivalent to a $2 \times 2$ matrix in which each element is a $1 \times 2$ vector:

$$
\begin{pmatrix}
(0, 2) & (1, 3) \\
(4, 6) & (5, 7)
\end{pmatrix}
$$

We then transpose this matrix of $1 \times 2$ vectors to:

$$
\begin{pmatrix}
(0, 2) & (4, 6) \\
(1, 3) & (5, 7)
\end{pmatrix}
$$

And this matrix is indeed the transposed result:

$$
\begin{pmatrix}
0 & 2 & 4 & 6 \\
1 & 3 & 5 & 7
\end{pmatrix}
$$

Another way to see this sequence of transposition is to consider them as dimension permutations. Suppose we label the three dimensions of this logical $(2 \times 2) \times 2$ array as $(M, N, O)$, respectively, the first transposition effectively converts it to $(M, O, N)$ (i.e. permutation $010_3$ in the factorial number system [20]), and the second transposition in turn converts the array to $(O, M, N)$ (permutation $100_3$). This notation is useful when there are more dimensions in a permutation, which comes from tiling at not just rows but also columns. Table 4.1 lists some of the permutations and their factorial number. Intuitively, the factorial number for a particular permutation can be thought as taking out an item from an imaginary queue of items, with offset starting from zero for the leftmost element. If we insert items from the right end of the queue and take the items from the left end of the queue, we maintain the original order. However, when an item reaches the left end, if we take its right neighbor instead for the next turn, we reverse the order between the two items. If we have four items, $(A, B, C, D)$ in the queue, we can generate a sequence of four numbers by generating 0 whenever we
remove the leftmost item (offset 0) and 1 for the item right to the leftmost item (offset 1). So if we reverse the order between B and C, we would generate 0100, which is the factorial number for a permutation from \((A, B, C, D)\) to \((A, C, B, D)\).

So in the following text we shall use the factorial numbering system to name the often-complicated dimension permutations. Note that by choosing tile sizes carefully, the first transposition stage effectively permute individual words in a much confined range in practical matrix sizes, thus improves locality, and the second step effectively permutes large tiles over a much wider address ranges, which is friendly to the memory hierarchy too as long as the tile size is designed to convert at least a cache line (in the CPU context) or coalesced memory access (in the GPU context).

4.4 Full Transposition as a Sequence of Elementary Tiled Transpositions

We can generalize the simplified two-stage transposition we presented in the previous section to support full transposition that tiles both row and columns. According to Gustavson [16] and Karlsson [17] a full transposition of a matrix can be achieved by a series of blocked transpositions in four stages.

The observation here is that the extra stages trade locality with extra movements. On a modern NVIDIA K20 GPU, a four-stage Gustavson/Karlsson-style in-place transposition reaches around 7 GB/s with optimized blocked transposition whereas a single-stage in-place transposition only runs at 1.5 GB/s, due to poor locality.

To support general transposition of an \(M \times N\) matrix, we first consider it as an \(M'm\) by \(N'n\) matrix where \(M = M'm\) and \(N = N'n\). Assuming the
matrix is stored in row-major order, then one possible transposition sequence of tiled transposition that Gustavson and Karlsson both mentioned is:

1. Treat matrix $M \times N$ as a four-dimensional array of $M' \times m \times N' \times n$.

2. Perform $M'$-instances of transposition that consists of super-elements made of $n$ elements, i.e. $M' \times m \times N' \times n$ to $M' \times N' \times m \times n$. This is transposition 0100.$^t$.

3. Perform $M' \times N'$ instances of transposition, i.e. $M' \times N' \times m \times n$ to $M' \times N' \times n \times m$. This is transposition 0010.$^t$.

4. Perform a transposition of the $M' \times N'$ matrix made of super-elements of size $n \times m$, i.e. $M' \times N' \times n \times m$ to $N' \times M' \times n \times m$. This is transposition 1000.$^t$.

5. Perform $M'$-instances of transposition that consists of super-elements made of $n$ elements, i.e. $N' \times M' \times n \times m$ to $N' \times N \times M' \times m$. This is also transposition 0100.$^t$.

An illustration of this approach can be found in Figure 4.7.

![Figure 4.7: Four-stage full in-place transposition.](image)

The reason for only using these three elementary transpositions is for locality and parallelism: transpositions 1000.$^t$ and 0100.$^t$ move submatrices around, whereas 0010.$^t$ is effectively instances of individual permutations of elements.
within submatrices. By carefully choosing the tile sizes and the stages taken, fast on-chip memory can be utilized to hold tiles.

Although there seem to be three distinct tiled transposition involved (i.e. $0100_t$, $0010_t$, $1000_t$), they can all be derived from two basic ones. Transposition $0100_t$ can be trivially implemented as $M'$ parallel instances of transposition $100_t$, and transposition $1000_t$ is just $100_t$ with larger tiles. Transposition $0010$ can be seen as $010_t$ as well (treat the top two dimensions as one). That is, transposition $0100_t$ (e.g. $ABCD$ to $ACBD$) can be treated as $A$ instances of transposition $100_t$ on different tiles of $BCD$; transposition $0010_t$ (e.g. $ABCD$ to $ABDC$) can be viewed as transposition $010_t$ ($(AB)CD$ to $(AB)DC$). Transposition $1000_t$ ($(ABCD$ to $BACD$) can be viewed as transposition $100_t$ (e.g. $AB(CD$ to $BA(CD$)). So in the following sections we shall describe parallelization strategies of these two elementary transpositions for the GPU.

4.5 In-Place Transposition $010_t$

Effectively the transposition $010_t$ performs many instances of transposition of smaller tiles. Figure 4.8 illustrates one of such transposition of an $M' \times m \times N$ array in row-major layout.

One nice property of such tiled transposition is that it offers both locality and parallelism: elements inside a tile are only permuted within the tile to which they belong; transposition of different tiles are independent. Intuitively transposing a tile can be assigned to a work-group (in OpenCL terms) or a thread block (in CUDA terms) as for current GPU architectures, efficient synchronization primitives like fast barrier as well as access to scratchpad memory (local memory in OpenCL, or shared memory in CUDA).

If $m \times N$ is small enough to fit the register file, a very simple algorithm can be used, assuming the variable $\text{temp}$ is allocated to a thread-local register:

A straightforward extension to this approach can be done to use the scratchpad memory instead of the register file. In fact this approach works fairly well (when it works): 95 GB/s can be achieved on an NVIDIA GTX480 GPU (with peak global memory throughput being 140GB/s).

For the cases where $m \times N$ is too large to fit the on-chip memory, we need to look at the nature of this problem: this is the case where the capacity
of temporary storage (be it the register file, or the scratchpad) is not large enough to cover all the cycles in the transposition. This hence inevitably suggests some algorithms that work by tracking only a subset of the cycles in the transposition, holding the subset at some temporary storage, and shifting these subsets.

Since transposition of each tile is independent, it is sufficient to consider the problem as using an OpenCL work-group to transpose a smaller two-dimensional array (i.e. an \( m \times N \) tile in our previous example). Consider an example, say \((m, N) = (2, 5)\). Then the cycles in this \(2 \times 5\) transposition is \((0 \ 1 \ 2 \ 4 \ 8 \ 7 \ 5 \ 3 \ 6 \ 9)\), assuming a row-majored layout. It should be obvious that we can perform the data movement for the four cycles independently.
for work-group $k < M/m$
parallel for $(j < m)$
parallel for $(i < N)$
  // temp is private to each thread
  float temp = data[k*m*N + j*N + i];
  barrier(); // synchronize threads in a work-group
  data[k*m*N + i*m + j] = temp;

A simple parallelization strategy is to have each cycle assigned to an OpenCL work-item (or equivalently CUDA thread) somehow, and having the work-items in the same work-group shift the entire $m \times N$ tile, and there would be $M'$ work-groups executing independently. It is however not trivial to find the head of each cycle in advance, so one solution that leverages the massive parallelism on GPUs is to have each work-item assigned an element and attempting to follow the cycle the element belongs to, without actually moving elements; if there is an element of lower address, the work-item terminates itself; otherwise, the element is considered the head of the cycle and the work-item would then actually perform the shifting.

This is a straightforward GPU parallelization of the cycle-following algorithm IPT [16]; we call this P-IPT. The pseudo-code of this parallel version of IPT is listed as follows:

parallel for $i = 1$ to $m*N-2$
  $k = P(i)$
  while $k > i$
    $k = P(k)$
  if ($k == i$)
    shift the cycle starting from $A[k]$
end if

Note that the function $P(i)$ is $P(i) = i \times m / (mN - 1)$.

However, as we pointed out earlier, both the number of cycles and their lengths vary widely across different problem sizes, and also there may or may not be enough cycles for massively parallel architectures like GPUs to fully utilize its parallelism.

The overall idea is simple: we shall also parallelize the data movement in a single cycle by having multiple threads to (somewhat) collaboratively move the tiles within a long cycle. Meanwhile, we also need to make sure the
activities across multiple threads are orchestrated so that no data would be overwritten prematurely.

To coordinate the shifting between threads working on the same tile, we employ atomic operations and an \( mN \)-bit auxiliary storage to mark the finished tiles. The auxiliary storage is usually small enough to fit the on-chip memory to allow fast atomic operations available to current GPUs. The outline of this approach (Parallel-Tile-Transpose-Within-and-Across-Cycles (PTTWAC)) for each work-group is shown in the Algorithm 1.

---

**Algorithm 1:** Parallel-Tile-Transpose-Within-and-Across-Cycles (PTTWAC).

**Input:** \( A \): an \( M' \times m \times N \) array

**Output:** \( A \): an \( M' \times N \times m \) array

**Data:** \( done \): \( m \times N \)-bit array initialized 0 private to each work-group.

A bit \( i \) is set if the values of element \( i \) have been computed (not necessarily stored).

**Data:** \( R_1, R_2 \): private registers to each work-item; \( local_id \): unique ID of each work-item within the work-group; \( group_id \): unique ID of the work-group

**Launch:** \( M' \) work-groups that execute asynchronously. Each group consists of \( T \) threads

\( i \leftarrow local_id \)

for \( i < m \times N - 1 \) do

if \( done[i] \neq 0 \) then

Continue; /* Shifted; */

\( next_in_cycle \leftarrow (i \times m) \mod (m \times N - 1) \)

if \( next_in_cycle == i \) then

Continue; /* Fix-point */

\( R_1 \leftarrow A[group_id][i/N][i\%N] \)

while true do

\( R_2 \leftarrow A[group_id][next_in_cycle/N][next_in_cycle\%N] \)

if atomic_set\((done[next_in_cycle]) \neq 0 \) then

Break;

\( A[group_id][next_in_cycle/N][next_in_cycle\%N] \leftarrow R_1 \)

\( R_1 \leftarrow R_2 \)

\( next_in_cycle \leftarrow (next_in_cycle \times M) \mod (M \times N' - 1) \)

\( i \leftarrow i + T \)

---

Note the atomic_set()\(^2\) operation attempts to set the bit specified by

\(^2\)On current GPUs there are no bit-level atomic operations; one needs to simulate such operations with word-level atomics and bit masking operations.
the first argument in global memory and return the original value of that bit. Also, in the implementation, the addressing of array \( A \) can be optimized through pointer arithmetic: \( A[\text{group}_i][i/N][i\%N] \) is equivalent to dereferencing \( A + m \times N + i \) per the pointer-array duality in C.

Let us take the earlier example on transposing a \( 2 \times 5 \) array in row-major layout, and simulate this algorithm within a single work-group. Assuming 9 work-items are launched, and only 4 work-items can be scheduled due to hardware resource limitations in the following scenario; also recall the cycles are \((0)(1\ 2\ 4\ 8\ 7\ 5)(3\ 6)(9)\):

1. Work-items 0, 1, 2, 3 are scheduled. Then work-item 0 terminates without copying. Work-items 1, 2, 3 load element 1, 2, 3 into their private R1, load elements 2, 4, 6 into their R2, atomically set done[2], done[4], done[6], and then store their R1 to elements 2, 4, 6.

2. Work-item 4 is scheduled as work-item 0 quits, and found element 4 is shifted already (done[4] is set). Work-item 4 also quits. Work-items 1, 2, 3 load elements 4, 8, 3, and work-item 1 finds its next element (4) is already shifted, so it quits. Work-items 2 and 3 atomically set done[8] and done[3] and store to their next-element-in-cycles 8 and 3.

3. Work-items 5 and 6 are scheduled for execution since two work-items quit in the previous step, and work-item 6 terminates immediately as element 6 was shifted at step 2. Work-item 7 is then scheduled. Work-items 7 and 5 shift elements 7 and 5 to elements 5 and 1.

4. All elements are now shifted; the remaining work-items 2, 3, 5, 7 quit.

In this scheme, the parallelism in shifting elements of the same cycle is exploited: at step 3, work-items 2, 5, 7 are working on the largest cycle in parallel, greatly improving the throughput of shifting. The spatial overhead is small as we only need one bit for each element: the \( \text{done} \) array only takes \( mN \)-bits overhead of compared to the original array of \( mN \) words; and the bit-array can usually be stored in the on-chip memory as we pointed out earlier.

Qualitatively speaking, because of the randomness of positions of elements in the same cycle, sequentially scheduled work-groups may work on far-apart portions in the same cycle (like how work-groups 2, 5 and 7 in step 3 worked
on tiles 8, 5 and 7. Intuitively, the longer the cycles, the larger the number of work-groups will likely be working on them; thus balancing the loads of work-groups dynamically.

4.5.1 Performance Improvements for Transposition 010;

In the cycle-following algorithm (i.e. PTTWAC), each work-item works on shifting scalar values inside a tile. In order to ensure load balancing and coalesced global memory reads, adjacent work-items start to read adjacent elements and then follow the corresponding cycle. Also, one 1-bit flag per element per tile is stored in OpenCL local memory, so that work-items can mark the elements they shift. When one work-item finds a previously set flag, it aborts the cycle. Here the baseline would be packing the flag bits in local memory 32-bit words using an intuitive layout. The local memory word $\text{Flag\_word}$, where the flag bit for element $\text{Element\_position}$ is stored, is given by Equation (4.4). $\text{Element\_position}$ stands for the one-dimensional index of an element within a tile.

$$\text{Flag\_word} = \frac{\text{Element\_position}}{32} \quad (4.4)$$

Due to the lack of bit-wise atomic operations, the flag bits are read and set by using an atomic logic OR function that operates on 32-bit words. This need for atomic operations will cause many collisions among work-items, specially in the initial iterations as Figure 4.9 explains. Particularly burdening are intra-warp atomic conflicts,\(^3\) as explained by Gómez-Luna et al. [21]. In that work, the authors showed the latency is roughly increased by a factor equal to the number of colliding threads, that is called position conflict degree. In order to illustrate this, let us consider the implementation of the atomic logic OR operator to local memory in the NVIDIA Fermi instruction set [22]:

```
/*0210*/ LDSLK P0, R7, [R9]; //Load from local memory
/*0218*/ @P0 LOP.OR R10, R7, R14; //Logic operation OR
/*0220*/ @P0 STSUL [R9], R10; //Store into local memory
/*0228*/ @!P0 BRA 0x210; //Conditional branch
```

\(^3\)Warps are SIMD units in NVIDIA devices. AMD counterparts are called wavefronts.
The first instruction reads local memory addresses (words containing the flag bits) and locks the access to them, in order to guarantee atomicity. The next instructions are predicated, so that only those threads that have acquired the locks execute the operation OR and store the result. Finally, the remaining threads take the branch and try again.

Figure 4.9: Consecutive work-items read consecutive elements in the tile (1). Their corresponding flag bits are stored in the same local memory word (2). This will provoke a position conflict degree equal to the warp (or wavefront) size. For the sake of simplicity, only eight threads of the warp (or wavefront) are represented.

The position conflict degree can be diminished by simply spreading the flag bits over more local memory words. In Equation (4.5), the spreading factor stands for the reduction in the number of flag bits per local memory word. Thus, the maximum spreading factor is 32, unless the local memory available becomes a constraint.

\[
Flag\_word = Element\_position/(32/Spreading\_factor) \quad (4.5)
\]

Figure 4.10 illustrates the spreading in local memory. As it can be observed, there is no need to change the exact location of each flag bit in the corresponding local memory word. This does not influence the performance of atomic operations.

The effect of spreading can be seen in Figure 4.11. This shows how the bandwidth increases with the spreading factor (blue squares), for four test problems included in Sung et al. [23]. Moreover, it presents the percentage of divergent branches (red circles), that has been obtained with the compute profiler. As explained previously, position conflicts match to divergent branches. The inverse effect of reducing the branch divergence on the bandwidth is noteworthy.
Figure 4.10: The number of flag bits per local memory word is divided by the spreading factor. Thus, the maximum possible spreading factor is 32.

Figure 4.11: Effect of spreading on bandwidth and percentage of divergent branches. Tests were carried out on a NVIDIA Tesla C2050 GPU. Abscis-sas represent the spreading factor for different tile sizes and test problems (different width).

For a tiled transposition of $m \times N$, if $m$ is a power-of-two, say 32 or 64, there will be new conflicts that are even more frequent when spreading the flags, as it is explained in Figure 4.12 (a) and (b). This new conflicts can be categorized as bank conflicts and lock conflicts. As explained by Gómez-Luna et al., bank conflicts are due to concurrent reads or writes to different addresses in the same local memory bank. Lock conflicts are caused by the limited number of locks that are available in the hardware mechanism. This produces a similar effect than position conflicts.

Padding can be used to remove both types of conflicts. This optimization technique consists of keeping some memory locations unused, in order to shift the bank or lock accessed by concurrent threads. For instance, as the
NVIDIA Fermi architecture contains 32 local memory banks and 1024 locks, padding one word for each 32 words will remove most bank and lock conflicts. This is shown in Figure 4.12 (c).

Figure 4.12: Consecutive work-items access consecutive elements in iteration 1. In the following iterations, the next elements in the cycle are computed with Equation (4.2). In this example, \( \text{Tile} = 16 \) and \( \text{Width} = 215 \), as one of the test problems in Sung et al. Representative conflicts are highlighted: position conflicts (white), bank conflicts (yellow), lock conflicts (green). In case (a), the flag word is obtained through Equation (4.4). Many position conflicts appear. In case (b), the flag words are obtained with Equation (4.5). Position conflicts are removed, but bank and lock conflicts appear. The 32 banks and 1024 locks are considered, as shown by Gómez-Luna et al. for NVIDIA Fermi architecture. In case (c), the use of padding avoids the lock conflicts and most bank conflicts.

Figure 4.13 shows the effect of padding on the bandwidth (top) and the number of bank conflicts (bottom), that are measured with the compute profiler. Although the effective impact on the bandwidth is not as impressive as on the number of bank conflicts, it is noticeable a perceptible improvement across the different tests. In these tests, the use of padding increases the bandwidth up to 10%.

An alternative to spreading can be remapping the flag bits, that is, changing the way they are stored in local memory words. This could be useful in those cases where the local memory size is not enough to employ spreading. If the number of local memory words needed for storing flag bits is
Figure 4.13: Effect of spreading and padding on bandwidth and number of bank conflicts. Tests were carried out on a NVIDIA Tesla C2050 GPU. Abscissas represent the spreading factor for different tile sizes and test problems (different width).
\( \text{Num. words} \), the remapping can be given by Equation (4.6):

\[
\text{Flag word} = \text{Element position} \mod \text{Num. words} \tag{4.6}
\]

This ensures fewer position conflicts in the first iteration, but randomizes more in the next ones. Thus, there is no synergy while applying the technique together with spreading.

4.6 Transposition 100!

Algorithm that works for transposition 010, can be modified for transposition 100. Since we are shifting T-sized tiles, not isolated elements in this case, we have reasonably good locality for T larger than the wavefront size by having a number of work-items shifting data values in each tile in a coalesced manner. This implies that work-items in a work-group would be collaborating to move tiles.

Again, here a simple solution is to have each cycle assigned to a work-group and having the work-group shift the tiles in its assigned cycle sequentially, i.e. P-IPT. The load imbalance is significant in this case: Our baseline GPU implementation of this simple approach sees drastic performance variance from 0.44GB/s to 13.65GB/s on NVIDIA Fermi, on the same array with different tile sizes (16 and 64 respectively), which changes the aspect ratio of array in terms of tiles and thus the cycles for moving tiles.

We can also adapt the PTTWAC algorithm for this type of transposition: to coordinate the shifting between tiles working on the same tile, we employ atomic operations and an \( M N' \)-bit auxiliary storage to mark the finished tiles. The outline of this approach for each work-group is shown in the Algorithm 2.

Note this algorithm is essentially the PTTWAC mentioned by Sung et al. [23]. While it does work reasonable well comparing to the P-IPT, this predefined execution configuration poses some limitations:

1. The maximum possible \( \text{Tile} \) is limited to the maximum number of work-items per work-group. This might be a considerable constraint in some AMD devices, where the largest work-group size is 256.
Algorithm 2: Parallel-Tile-Transpose-Within-and-Across-Cycles (PTTWAC) for Transposition 100

Input: $A$: an $M \times N'$ array of T-sized tiles
Output: $A$: an $N' \times M$ array of T-sized tiles
Data: $done$: $M \times N'$-bit array initialized 0 private to each work-group. A bit $i$ is set if the values of tile $i$ have been computed (not necessarily stored).
Data: $R_1,R_2$: private registers to each work-item; $\text{local}_\text{id}$: ID of each work-item within the work-group
Launch: $MN' - 1$ work-groups that execute asynchronously

foreach work-group $i$ of size $T$ in $MN' - 1$ work-groups do
  if $done[i] \neq 0$ then
    return
  next_in_cycle ← $(i \times M) \%(M \times N' - 1)$
  if $next_in_cycle == i$ then
    return; //no need to shift
  /* Cooperatively load a tile $i$ of $A$ */
  $R_1 \leftarrow A[i][\text{local}_\text{id}]$
  while true do
    /* Cooperatively load a tile at next_in_cycle */
    $R_2 \leftarrow A[next_in_cycle][\text{local}_\text{id}]$
    if $\text{local}_\text{id} = 0$ then
      if atomic_set($done[next_in_cycle]$) $\neq 0$ then
        Terminates all work-item of the work-group
      $A[next_in_cycle][\text{local}_\text{id}] \leftarrow R_1$
      $R_1 \leftarrow R_2$
      next_in_cycle ← $(next_in_cycle \times M) \mod (M \times N' - 1)$
2. As explained in the previous section, for power-of-two tile sizes, like 16, 32 and 64, they might entail even smaller work-groups than a warp (32 work-items) or a wavefront (64 work-items) in current architectures. Consequently, the SIMD lanes as well as L2 cache lines would be underutilized.

3. Similarly, if $Tile$ is not a multiple of warp/wavefront size, there will be warps/wavefronts with idle work-items.

4. The use of barriers is needed to synchronize the warps/wavefronts belonging the same work-group. The synchronization also reduces memory parallelism from requests issued across warps/wavefront as they now need to wait for each other.

4.6.1 Improving Flexibility and Performance

The aforementioned limitations encourage us to propose a new implementation that overcomes them. The gist is to use one SIMD warp/wavefront to move $m$ elements, instead of one work-group in Sung’s implementation. This proposal is inspired on the warp-centric approach presented by Hong et al. [24]. This optimization saves costly barriers that reduce the memory level parallelism.

In the baseline implementation, each element of a tile was temporally stored in one register per work-item. Since $m$ will be usually longer than the warp/wavefront size in our approach, local memory tiling is required in the pursuit of flexibility. Figure 4.14 illustrates this technique.

First, each warp/wavefront will need several iterations to store its $m$ elements in local memory. Then, the warp/wavefront will move its $m$ elements to the new location in global memory.

Further performance improvement can be achieved for particular cases where $m$ is a divisor or a multiple of the warp/wavefront size. The use of register tiling will be more profitable than local memory tiling, because of the highest bandwidth to registers [25].
Figure 4.14: Warps/wavefronts store temporally the tile elements in local memory (1). Each warp/wavefront needs several iterations to store its $m$ elements in local memory. Some work-items in warp/wavefront may remain idle during the last iteration (W2). Afterward, the warp/wavefront moves its $m$ elements to a new space in global memory (2).

4.7 Three-Stage Full In-Place Transposition

When applying the 4-stage algorithm directly on the GPUs using the PTTWAC algorithms, the performance of PTTWAC version of transposition 1000 ($A \times B \times C$ to $B \times A \times C$) depends entirely on the tile size $C$, and so having large $A$ and $B$ does not affect performance as long as $C$ is large enough without overflowing on-chip memory. However, the transposition 1000 in the four-stage approach moves super-elements of $m \times n$ elements, so a good $(m, n)$ pair that works for transposition 1000 implies smaller $m$ and $n$ for transposition 0100, leading to sub-optimal performance.

Alternatively, we can eliminate the intermediate transposition 1000 without sacrificing locality. One such improved 3-stage approach is:

1. Treat matrix $M \times N$ as a three-dimensional array of $M \times N' \times n$.

2. Perform transposition of $n$-sized super-elements, i.e. $M \times N' \times n$ to $N' \times M \times n$. This is transposition 100.

3. Treat matrix $N' \times M \times n$ as a four-dimensional array of $N' \times M' \times m \times n$.

4. Perform $N' \times M'$ instances of transposition of $m \times n$ matrices, i.e. $N' \times M' \times m \times n$ to $N' \times M' \times n \times m$. This is transposition 0010.

5. Perform $N'$ instances of transposition of $m$-sized super-elements, i.e. $N' \times M' \times n \times m$ to $N' \times n \times M' \times m$. This is transposition 0100.
In this improved algorithm, there are only three steps, and much larger \( m \) and \( n \) can be used in the second and the last step respectively for transposition 0100, without overflowing the on-chip memory. An example is shown in Figure 4.15.

Figure 4.15: Example of our improved approach to full transposition. In every figure, memory addresses increase from left to right and from top to bottom. Black halos represent super-elements, that are shifted as a whole.

Thanks to the PTTWAC algorithm we employed to implement transposition 100 on GPUs, the alternative approach is actually faster: the performance of the PTTWAC version of transposition 100, \( M \times N' \times n \) to \( N' \times M \times n \), depends entirely on the tile size, and so having a large \( M \) does not affect performance as long as \( n \) is sufficient large. This saves one intermediate transposition step without sacrificing locality. As we shall show, the performance improvement of this approach is significant.
4.8 Experiment Results

4.8.1 Transposition 010

The effect of spreading and padding on bandwidth has been measured with the same tests problems used by Sung et al. Figure 4.16 shows the results on a NVIDIA Tesla K20 GPU. The reduction in the amount of position conflicts produces in average $1.77 \times$ increased bandwidth. Moreover, the use of padding minimizes the bank and lock conflicts, so that 12% additional improvement is achieved. Some significant performance drops are noticeable when increasing the spreading factor. These are caused by an occupancy value (i.e., the ratio of active work-items to the maximum possible number of active work-items) under 50%, due to the increase of local memory needs.

![Figure 4.16: Effect of spreading and padding on Tesla K20. Six tests problems from Sung et al. are used. The value within parentheses is the tile width Width. Three values of the tile height Tile are tested (16, 32, 64). The spreading factor changes between 1 and 32 for every case.](image)

Regarding the number of work-items that results in the highest bandwidth, Figure 4.17 shows there is a strong relation between the number of elements per tile and the number of work-items per work-group. Thus, the amount of work per work-item is key to select a proper execution configuration. This is particularly true for NVIDIA devices. AMD Cape Verde yields best (or at least 90% of the best configuration) with 256 work-items, which is the largest possible work-group in AMD devices.

The bandwidth achieved by the P-IPT version presented by Sung et al. is very dependent on the percentage of non-trivial cycles. This allowed it to outperform the original PTTWAC algorithm in some well load-balanced cases. That need for switching between both is practically eliminated thanks to the proposed optimizations, and the consequent performance improve-
Figure 4.17: Choosing the execution configuration on NVIDIA GeForce GTX 580. *Tile* is 16, 32 or 64, and *Width* changes between 16 and 256. Each series corresponds to a number of warps per work-group.

Figure 4.18: P-IPT version of transpose 010 compared to original PTTWAC and optimized PTTWAC algorithm on GeForce GTX 580. *Width* changes between 16 and 256 and *Tile* is 32.

Finally, we have compared the optimized PTTWAC (with spreading and padding) to the original algorithm for *Width* between 16 and 256 (in steps of 1) and *Tile* equal to 16, 32 and 64. The average speedup is 1.78 on NVIDIA GeForce GTX 580, 1.84 on NVIDIA Tesla K20, and 1.79 on AMD Cape Verde.

We have also tested the remapping of the flag bits. Although it improves the original implementation, it is outperformed by the optimized version with spreading and padding.
4.8.2 Transposition 100!

Figure 4.19 compares three PTTWAC implementations: the baseline that has barriers, but without local memory tiling, one that uses local memory tiling but eliminated the barriers, and one that assumes tile size being a multiple of wavefront width with register tiling. Given test input \( N \times M' \times m \) of \( m \) 16, 32 and 64, and \( N \) between 16 and 256, the speedups are equal to 3.35 on GTX 580 and 3.05 on K20, when using local memory tiling. If register tiling is applied, these speedups increase to 3.87 and 3.74, respectively. In order to obtain the highest bandwidth, the work-group size has been chosen to maximize the occupancy.

![Figure 4.19: Comparison of Sung’s original transpose to the new versions with local memory and register tiling. Tile is 64 and Width changes between 16 and 256.](image)

Unluckily, these speedups are not obtained on AMD Cape Verde, because of the following facts:

- We have tested \( m \) equal to 16, 32 and 64. As the wavefront size is equal to 64, there is no impact due to removing synchronization barriers.

- In NVIDIA devices the maximum number of work-groups per Streaming Multiprocessor is limited (8 in Fermi) [26]. However, AMD devices only limit the number of work-groups per Compute Unit (CU) to 16, if the work-group is longer than a wavefront. Otherwise, the maximum number of wavefronts per CU is 40 [27].

Anyway, the new versions add flexibility to the SoA-ASTA building block in AMD devices as well.

Finally, the P-IPT version is always outperformed by the new versions on NVIDIA devices. On AMD CapeVerde the local memory tiling version is faster than the P-IPT version in most cases. It is slower for only 2% of the tested cases, but at least 75% of the best P-IPT bandwidth is achieved.
Since the local-memory tiled version is most general in the sense that it does not assume the \( n \) being a multiple of wavefront width, we can measure its performance regarding to different configurations of \( m \) at Figure 4.20.

### 4.8.3 Three-Stage and Four-Stage Transposition

Table 4.2 summarizes the performance difference on a Kepler K20 of this three-stage approach comparing to the original four-stage approach by Gustavson [11] and Karlsson [17], using the dataset configuration from their paper. Both approaches are implementing using the same set of elementary transposition routines.

Note as also pointed out by Karlsson and Gustavson, the stages two and three in the four-stage approach could be fused. We present the performance of their approach with fusion in the third row. The reason why our three-stage method is significantly faster than the four-stage method is not only the reduction of one-step (which can be achieved by fusion in four-stage
Table 4.3: Comparing our GPU implementation to Gustavson’s parallel transposition for CPUs.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Transposition throughput</th>
<th>Percentage of sustained memory throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>2x Intel Xeon L5420 (8 cores)</td>
<td>0.89GB/s [11]</td>
<td>18.2%</td>
</tr>
<tr>
<td>2x AMD Operton 248 (8 cores)</td>
<td>0.36GB/s [11]</td>
<td>20.5%</td>
</tr>
<tr>
<td>NVIDIA K20</td>
<td>19.06GB/s</td>
<td>11.6%</td>
</tr>
</tbody>
</table>

approach anyway), but the three-stage algorithm allows much bigger tile sizes which is crucial for transposition 100, and derived transpositions as we have shown earlier. For Tesla K20, the performance of transposition 100, including derived 0100, 1000, is dominated by tile size used: 12.5 GB/s for tile size 8, 24.5 GB/s for tile size 16, 47.6 GB/s for tile size 32, 69 GB/s for tile size 64 on average. In fact, the best performing tile sizes \((m, n)\) for transposing a \(7200 \times 1800\) matrix is \((20, 16)\) for four-stage transposition, but \((32, 72)\) for the three-stage algorithm on a Tesla K20.

If we compare that to the results reported by Gustavson [11] on multicores, there is a drastic performance difference as shown in Table 4.3; the first two rows shows results reported by Gustavson and the last row shows our results. Although we have achieved a lower percentage of sustainable memory throughput (measured by in-place load and store), comparing to Gustavson’s design on multicores, we are able to achieve more than 20X speedup over their implementation, thanks to the vast memory bandwidth available to GPUs.

Whereas we are achieving roughly 12% of the memory copy bandwidth on a Tesla K20.

4.8.4 Choosing Tile Sizes for Full Transposition

Choosing the correct tile sizes is crucial to the performance of full transposition. Naïvely we could use some form of exhaustive search on all possible \(m\) and \(n\) combination and use the best one, but that is too time-consuming especially for \(M\) and \(N\) that have many possible dividends. We can prune the search space by taking consideration of these three factors: Transposition 100, and 0100, work best if the tile size is larger. This limits the step two (tile size = \(n\)) and step 5 (tile size = \(m\)) Transposition 0010, works best if the tile (in this case \(m \times n\)) fits into shared memory.

Figure 4.21 plots some of the best combinations of tile sizes \((m\) and \(n)\) in
a 7200 × 1800 in-place transposition on one Tesla K20 Kepler. The best ones achieved are 20.59 GB/s in an exhaustive search. It is clear that the tile sizes that lead to best performance (80%+ of the best performing combinations) are actually within a much small subset roughly along the curve of $m \times n < 3600$ (which is roughly the shared memory capacity) and with mostly $m$ and $n$ around 60. Figure 4.22 plots the same but on an AMD Radeon HD7750 (Cape Verde). We can see that, for AMD GPUs, the best performing combinations are also confined in a small region, but the shape is different from an NVIDIA GPU. For all three GPUs, a good guess for $m$ and $n$ will be from 50 to 100 with $m \times n$ less than the maximal shared memory capacity: this simple heuristic can give you at least 80% of the best performance.
Figure 4.22: Similar trends can be seen on ATI GPUs. Note that the range of best-performing tile sizes are of different shape comparing to NVIDIA.

4.9 Related Work

4.9.1 In-Place Transposition

The research of transposition in-place has a long history. Berman [12] proposed a bit-table for tagging cycles that has been shifted and it requires $O(mn)$ bits of workspace. Windley [13] presented the notation of cycle-leaders as the lowest numbered element. Many works since then have contributed the mathematical structure in in-place transposition. It is also worth mentioning that Cate and Twigg [14] have proven a theorem to compute the number of cycles in a transposition. Many works have been done in the mathematical properties of in-place transposition. For improving cache locality, many recent works took a four-stage approach [19, 17, 11]. For parallelization, Gustavson et al. [11] proposes parallelization for multicores up to 8-cores. They also have noticed load imbalance issue even for the relatively small number of threads available on multicores, comparing to modern
GPUs. For that problem, they proposed greedily assign each cycle to each thread, and for long cycles they split the shifting a priori as described by Gustavson [11].

4.9.2 In-Place and Out-of-Place Transposition for GPUs

For many-cores, previous work [9] has studied optimizations necessary for high-performance out-of-place transposition. Sung et al. [23] proposed using atomically-updated bit flags to solve the load-imbalance problem for the GPU and proposes transposition routines that can be used to compose a multi-stage transposition. However, their routines, especially transposition 100, gives only less than 10% of the peak memory bandwidth available. They also do not specify how one would apply these elementary transpositions to obtain a full transposition.

4.9.3 Optimizing Atomic Operations on GPU

One widely used operation that is paradigmatic due to the intensive use of atomic additions is histogram calculation. It has attracted research efforts since the dawn of the GPU computing era [28, 29]. Recent works minimize the impact of atomic conflicts by replicating the histogram in local memory in combination with the use of padding [30] or a careful layout [31].

4.10 Summary and Future Work

We have presented the design and implementation of the first known full in-place transposition of rectangular matrices for modern GPUs. We have improved both the performance of building blocks proposed by earlier works as well as the overall staged approach: combining with insights that lead to greatly improved performance of elementary tiled transformations, a new three-stage approach that is efficient for the GPUs is presented and we have shown that this is much faster than traditional four-stage approaches. We have also observed that the tile size greatly affects performance of in-place transposition, especially for the GPUs since it can affect the algorithm choice due to hardware limitations of on-chip resources. Though the search space
for tile sizes can be big, we have also identified pruning criteria that helps
the user to choose good tile sizes for current GPUs.

At a lower level, the elementary transpositions are improved by either re-
moving expensive barrier synchronization (for transposition 1001) or reducing
atomic contention (for transposition 0101 algorithm that employs cycle follow-
ing). In the future we envision that a micro-architectural improvement to the
atomic operation hardware can be an viable approach to reduce contention
without padding, similar to earlier works that use exclusive-OR [32], skewed
addressing [33], and prime-number interleaving [34] to reduce contention in
either DRAM banks or set-associative caches.
CHAPTER 5

DATA LAYOUT TRANSFORMATION FOR MEMORY COALESCING

1 Code reuse and data abstraction are commonly used in modern software development practices. In an ideal world, these principles should be directly applicable to the development of high-performance code for heterogeneous computing as well. Unfortunately, there is an increasingly widening gap between what is considered good software development practice and what is needed to generate high-performance kernels for heterogeneous platforms, due to the underlying architecture differences between traditional CPU and emerging massively parallel architectures. One of the major causes for this gap is diverse data layout preferences of different parallel architectures. In this chapter, we describe an attempt to mitigate the gap between what is considered good code and what is considered fast code on current heterogeneous computing platforms, by designing and implementing a practical data layout transformation system.

5.1 Motivation

5.1.1 Need for Reusable Kernels

The OpenCL standard promises portability of high performance heterogeneous parallel computing applications across a wide variety of CPU and GPU hardware. While vendors such as AMD, Intel, IBM, and NVIDIA have largely achieved functional portability of OpenCL applications to date, there has been little reuse of OpenCL application kernels across hardware platforms in practice. One problem that hinders the reuse of kernels is their

performance sensitivity to the diverse memory layout preferences of the underlying hardware. Latency-optimized CPUs with a large amount of on-chip cache memories use long cache lines and deep memory channel queues to reshape transactions to the memory system and achieve high utilization of the memory bandwidth. As long as the working set fits into the cache, the achievable memory throughput is largely insensitive to the access patterns. As a result, CPU data sets tend to assume layouts that follow the natural organization used in external data files. For example, if each element of an aggregate data set consists of several values, such as the RGB values of a color pixel, the values for each data element are laid out in consecutive memory locations, which is consistent with most natural file formats of video cameras. Such a layout is commonly referred to as the array-of-structure (AoS) layout.

Throughput-oriented many-core GPU systems tend to have much less on-chip cache memory, if any, per parallel execution thread when compared to their CPU counterparts. For example, the NVIDIA GTX480 GPU has a relatively small cache capacity per thread (only 34 bytes of L2 cache memory per thread, given 1536 threads per SM, 15 SMs, and 768KB shared L2 cache). The main purpose of the last-level cache is to consolidate accesses from parallel threads into fewer DRAM requests rather than to support temporal reuse by capturing the working sets. Therefore, the achievable data access bandwidth is much more sensitive to the access patterns of the massive number of simultaneously executing threads. As a result, NVIDIA GPUs show strong benefit from data layout adjustments that minimize the number of cache lines used by simultaneously executing threads. In the pixel example, NVIDIA GPUs tend to prefer a data layout where all the R values of the pixels processed by simultaneously executing threads are in consecutive locations, followed by G values and then followed by B values. All these three logical arrays (Rs, Gs and Bs) are parallel, meaning that arrays are accessed simultaneously in an identical way according to the seminal C programming language book [35]. Such layout is commonly referred to as the Structure-of-Arrays (SoA) layout. In statically typed languages like OpenCL and its base language C, the size of each (aggregate) field of a structure must be known at compile time. This makes it extremely difficult, if not impossible, to declare SoA types and pointers for dynamically allocated buffers where the size of each field (array in this case) in the structure is unknown until
runtime. Unfortunately, the dynamically allocated buffers are the main use mode of bulk data in OpenCL kernels. As a result, programmers tend to break up the structure and simply use discrete, parallel arrays after they transform the layout by hand. We will refer to this approach as the discrete arrays (DA) layout.

5.1.2 Compound Data Objects and Heterogeneous Computing

“A set of parallel arrays suggest different organization of data,” as mentioned in the classic C Programming book. Indeed, by creating a new type from a collection of related data types one improves the readability of code. However, as described previously in Section 3.2, the layout of aggregate types impose challenges to today’s many-core GPU system. This is a more subtle disparity of trends in the development of high-performance fine-grained parallel architectures and modern software engineering principles that is likely to make the problem worse.

5.1.3 Memory Capacity

Due to the diverse layout preferences of CPUs and different types of GPUs, neither AoS nor DA can satisfy the needs of all OpenCL hosts and devices. Any data layout chosen by the programmer will likely perform poorly for some parts of the application on some types of devices. This suggests some form of conversion within the application. However, GPU DRAM capacity is usually only a fraction of their CPU counterparts. Naive, out-of-place data conversion can easily double the memory footprint. In some cases such as large numeric applications, this can be a prohibitive factor. It is highly desirable to perform marshaling in situ without requiring additional memory.

5.2 The Proposed Approach

We propose a holistic approach that intelligently maps and re-maps the data structure used in application kernels into the most suitable layouts for underlying GPU architectures in order to achieve good off-chip memory access efficiency. We propose a new layout that (1) is friendly to vector access as
well as SIMT parallelism employed in current GPUs and (2) allows fast conversion from and to array of structure types, and even the discrete arrays. Second, we also propose fast, parallel marshaling algorithms that enables in-place conversion of large AoS data structures within the constrained GPU memory. Finally, a runtime system is employed to enable runtime marshaling of OpenCL buffers at transformation boundary. To allow low-overhead access to part of the converted data buffer in a multi-threaded environment, the proposed runtime will also include on-demand, page-based dynamic marshaling and coherence engine to ensure coherence of different logical layout views of the same data structure.

The scope of this work is not limited to array-of-structures; converting from dense array-of-structure to structure-of-array is not different from transposing a tall, dense matrix (assuming the number of elements per structure is much smaller compared to the number of total structure instances). The high-performance marshaling kernels developed by this work can hence be applied to numerical problems that require fast in-place matrix transposition on the GPU. Also, this layout conversion system has been extended to support sparse matrices that are laid out as rectangular arrays of (padded) nonzero elements in each row.

5.3 Alternative Approaches

5.3.1 Compiler-Based Approaches

People have been trying to improve the memory locality within a structure by splitting hot and cold structure members (and hot-and-cold objects) [36, 37]. These works aim to reduce the cache footprint when accessing large structures in sequential programs by organizing frequently accessed elements within the same structure instance. Assuming only a subset of members are accessed, by reordering members the spatial locality can be improved. Our approach, on the other hand, attempts to combine members across structure instances from the same tile to improve both the vector access performance and locality.
5.3.2 Microarchitectural Approaches

Generally speaking, the proposed work helps reducing off-chip memory traffic under strided access patterns. In this broad category, there are many related works that take microarchitectural approaches. Some of them reduce the impact on large strides that cause cache conflict misses and DRAM bank conflicts [38], increases associativity [39], hides eviction cost [40]; some [41, 42] aim at improving SIMD performance through reducing on-chip memory bank conflicts for small fixed strides.

5.4 Approach

The proposed approach consists of three parts: the ASTA layout which enables a good tradeoff between performance and marshaling cost, and the design of a dynamic runtime marshaling library for OpenCL.

5.4.1 The ASTA Layout

For array-of-structures that consists of structure elements of the same size, one can actually consider the problem of converting AoS to SoA as transposing the array. If we consider array-of-structures (AoS) as an \(M' \times N\) 2-D array, then we can apply the full transposition algorithms we developed earlier to obtain a structure-of-arrays (SoA) of \(N \times M\) elements. As we have shown earlier in Chapter 4, this conversion in general will need to take up to three stages of intermediate transposition. However, there are two observations that we can use to simplify the problem:

1. Unlike a general matrix, for array-of-structures it is common that \(M >> N\), i.e. the number of elements inside a structure instance is usually much smaller compared to the number of structure instances. For example, a D3Q19 (i.e. three-dimensional, 19 quantities per element) lattice-Boltzmann method code may have a structure size of 19, but there will be millions of such structures. This means a very tall array that allows us to just tile the \(M\) dimensions without worrying about losing locality.
2. A CUDA warp/OpenCL wavefront consist of usually tens of SIMD lanes, and so as long as the memory requests are of unit-stride from threads/work-items within the same warp or wavefront has unit-stride, they can be issued with a minimal number of memory requests.

These two observations lead to a simpler solution:

1. Treat an array-of-structures as an $M' \times m \times N$ array.

2. To obtain better SIMD memory access performance, use a layout that is essentially $M' \times N \times m$.

We call the layout $M' \times N \times m$ the Array-of-Structure-of-Tiled-Array (ASTA) layout. By choosing $m$ carefully we can apply the fast barrier-synchronization version of transposition 010 to marshal the layout between AoS and ASTA, and as long as $m$ is large enough to cover the unit of memory coalescing (half of warp size for current CUDA architectures), we should be able to get reasonably good performance. In the following text, we shall call $m$ the tiling factor of an ASTA layout configuration.

Another way to see the ASTA layout is that we convert $m$ adjacent structure instances into a mini SoA. In Listing 3.1, the structure type in Lines 15–18 and kernel ASTA shown in line 20 is an example of ASTA. Note the struct foo2 is derived from struct foo by merging four instances of struct foo and generate a “mini SoA” out of each merged section. Effectively, each scalar member in struct foo is expanded to a short vector in struct foo2. We call the length of this short vector ($T$) the coarsening factor of the ASTA type. The short vector is called a tile. Usually the coarsening factor is at least the number of work-items participating in memory coalescing. ASTA improves memory coalescing while keeping the field members of the same original instance more closely stored, and is thus potentially useful to reduce memory channel partition camping due to large strides [43, 9].

At a high level, marshaling from AoS to ASTA is similar to transposing $M'$ instances of small $T \times S$ matrices. Whereas marshaling from DA to ASTA is similar to transposing a matrix of $S \times M'$ of $T$-sized tiles.

A similar technique can also be applied to sparse matrices that are stored in a variant of the ELL [44, 45] format. This allows coalesced accesses along the column direction in the example being vectorized in T-sized tiles. The
size of $T$ is usually between 16 and 64 across GPU architectures for memory coalescing. Note $T$ is equivalent to the coarsening factor in ASTA.

### 5.4.2 Integrate the Layout Transformation and Marshaling

In the DL system, the need of specializing the marshaling kernels based on structure type and coarsening factor is accommodated on-the-fly as an integrated part of the kernel transformation process, and then invoked by the marshaling runtime. This is described in the following sections.

While the data marshaling kernels described in this thesis could be and will be exposed the OpenCL developers as a library of efficient layout-adjustment routines, they can provide even more value as part of a transparent data layout transformation system. In the DL system, the need of specializing the marshaling kernels based on structure type and coarsening factor is accommodated on-the-fly as an integrated part of the kernel transformation process, and then invoked by the DL runtime. As a result, the data marshaling activities can be totally transparent to the host code. This is described in the following sections.

### 5.5 Kernel Transformation and Runtime Marshaling

To automatically reconcile layout differences between the transformed kernels at runtime, the system must be able to:

- Recognize the access pattern of the kernel.
- Transform accesses to buffers used by the kernel if necessary.
- Inform the runtime that the buffers need to be marshaled into desirable layout before invoking the kernel.

At runtime, the runtime marshaling library must be able to:

- Marshal the kernel right before the kernel launch.
- Invoke the inverse marshaling kernel right before the transformed buffer is copied back to host.
The system assumes that the dimensionality of the buffer is rectangular. With this, it is possible to decouple the transformation and marshaling. Here is a step-by-step description of the process using the AoS kernel in Listing 1. Let us for now assume the kernel is transformed statically.

5.5.1 Step 1. Kernel Transformation

In this step the kernel is analyzed and transformed. We assume the user exposes the dimensionality of buffers to the tool in the annotation in the kernel source as shown in the following listing. The static transformation tool parses the code and decides to transform it to ASTA, inserts a new coarsened type and change the kernel code accordingly. The layout heuristic is simple:

- Convert AoS to ASTA if detected on both architectures.
- Convert DA to ASTA for ATI architecture if the structure is larger than a threshold of 10 floats (found by microbenchmarking).

To ease reading, the threshold is set to 1 float in the following example. The transformed code is shown in the second half of the Listing 5.1. The annotations are on lines 5 and 18; the code modified is on lines 7, 18 20 and 21.

After transformation, the tool inserts necessary information for the runtime. In this case, the runtime needs the exact values that are available at the moment the kernel is launched; i.e. the values of the dimensionality of the transformed buffer, and the marshaling kernel to invoke. For the example, the tool generated a marshaling kernel called $\text{AOS2ASTA}_\text{foo}$ into a separate file that is accessible to the DL runtime and append its name to the annotation so that at runtime, the marshaling kernel can be located.
Listing 5.1: Example of kernel transformation.

5.5.2 Step 2. Runtime Marshaling for OpenCL

An important feature of DL is to allow the host code to remain unchanged when using a kernel with a transformed data layout. It also supports an interface for incrementally transforming the host code components to use transformed data layouts. This allows a development team to modify only the performance-critical parts of an application to use the new data layout and avoid the pitfall of requiring massive, wholesale changes to the entire application. In fact, we envision that most of the host code will continue to use the original data layout for many applications. DL achieves this by
supporting a dynamic marshaling mechanism that takes advantage of the OpenCL memory model.

OpenCL requires explicit data transferring/remapping routines to transfer data between host and device sides when invoking a kernel. Plus, OpenCL memory buffers at the device side are explicitly created and managed through a runtime library interface. The DL memory marshaling system has to keep the semantics of the OpenCL memory model and transparently insert marshaling calls only when necessary. Figure 5.1 shows a simple example of such transparent marshaling.

The observation here is that we can infer the dimensionality and layout of the OpenCL memory buffer if it is passed to a kernel that has special marshaling requirement annotated in the source by static transformation.

Figure 5.1: An example of intercepting OpenCL runtime.

We use library interposition to hijack OpenCL library calls from the user. For each transformed kernel \( K \), each argument \( i \) is augmented with \( K_i \in T \times E^N \times M \) derived from user annotation, where:

- \( T \) is the augmented types; \( T = \text{Element Type} \cup \{\text{NIL}\} \).
• $E$ is a symbolic expression that defines the size of each dimension.

• $M$ is the set of transformed and untransformed layouts; $M = \Gamma \cup \{\xi\}$. $\xi$ means the layout is not transformed; $\Gamma$ is the set of all layout transformations in this application. We represent a layout transformation as a pair of handles to kernels generated by the runtime, one for converting from the original to the transformed layout and one for converting back. An example of such a pair is: $\langle \text{AOS2ASTA}_\text{foo}, \text{AOS2ASTA}_\text{foo}_\text{inverse} \rangle$. This specifies the requirement of that argument as well as the marshaling kernels to invoke.

At runtime, each OpenCL memory buffer is augmented with a tuple $S \times R^N \times K$, where:

• $S$ specifies the current data layout of the buffer. $S = \{\text{Uninitialized}\} \cup M$.

• $R^N$ is the actual dimensionality of this buffer, where $n$ is the number of dimensions of this buffer from $K$.

• $K$ is the last kernel argument this buffer has bound to.

At kernel launch time, the DL runtime evaluates each $K_i$ to deduce actual dimensionality and set the corresponding $R$. For the example this would be $[\text{global}\_\text{size}(0)]$; the corresponding $R_i$ is passed to the marshaling kernel so that the buffer is correctly marshaled.

So, let us take the aforementioned example, and assume the kernel is launched on 1024 work items. When the kernel $K$‘s annotation is parsed by DL runtime, the argument descriptor $K_0$ of its only argument is: $\langle T : \text{foo}, n : 1, E : \text{global}\_\text{size}(0), M : \text{AOS2ASTA}_\text{foo} \rangle$. When a freshly initialized OpenCL buffer is passed as $\mathbf{f}$ to the kernel, it is augmented dynamically by DL runtime as: $\langle S : \xi, R : \text{the allocated buffer size}, K : K_0 \rangle$. When the kernel actually launches, $R$ is evaluated to be 1024 based on $E=\text{global}\_\text{size}(0)$. Then the DL runtime identifies a mismatch between $S=\xi$ and $T=\text{AOS2ASTA}_\text{foo}$ according to $K_0$. So then the marshaling kernel corresponding to the transformed layout ($\text{AOS2ASTA}_\text{foo}$) is dynamically compiled and launched with 1024 work-items. After marshaling kernel completes, the buffer is augmented as: $\langle S : \text{AOS2ASTA}_\text{foo}, R : 1024, K : K_0 \rangle$. The kernel $K$ is then launched with the buffer in expected layout.
Should the buffer be later copied back to host code, then the inverse marshaling kernel for layout A0S2ASTA\_foo is launched based on the descriptor status right before the actual copying occurs, and the $S$ would be reset to $\xi$. If the buffer is used again by either the same kernel or another kernel with the same $T$ and evaluates to the same $R$, the marshaling is avoided. If there is a mismatch between $S$ and $T$ and $S \neq \xi$, then we conservatively marshal the buffer back to $S = \xi$ then to $T$.

5.6 Results

The following OpenCL benchmarks are used:

- LBM, a computational fluid dynamics solver using the lattice-Boltzmann method.
- SpMV, a sparse matrix-vector-multiplication kernel in ELL layout; each row is stored consecutively.
- Black-Scholes, an option-pricing algorithm.

LBM and Black-Scholes are dense AoS layout codes whereas SpMV represents tall arrays constructed from sparse datasets. The first two benchmarks are from the Parboil Benchmark Suite; the last benchmark is adapted from NVIDIA OpenCL SDK.

For the SpMV benchmark, since the performance of layout conversion for DA to ASTA could depend on the exact dimensionality of the dataset, we use the following datasets listed Table 5.1.

Note that in ELL, the storage requirement for a matrix is the number of rows times the maximum number of nonzero columns.

5.6.1 Application Results

Figure 5.2 and Figure 5.3 show the performance of the ASTA layout as well as the generalization of tiled transposition on sparse matrix-vector multiplication (SpMV) on NVIDIA and ATI GPUs. For the LBM benchmark, both the discrete array transformation and ASTA are able to boost the performance by more than 4X (on NVIDIA) and roughly 3X (on ATI) if the
Table 5.1: Test problem for SpMV benchmark and DA-ASTA in-place marshaling.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Description</th>
<th>Size</th>
<th>Max. # nonzero columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>bcsstk18</td>
<td>R.E. Ginna Nuclear Power Station</td>
<td>11948×11948</td>
<td>40</td>
</tr>
<tr>
<td>e40r000</td>
<td>Driven cavity, 40 × 40 elements, Re = 0</td>
<td>17281×17281</td>
<td>62</td>
</tr>
<tr>
<td>bcsstk31</td>
<td>Stiffness matrix for automobile component</td>
<td>35588×35588</td>
<td>197</td>
</tr>
<tr>
<td>bcsstk32</td>
<td>Stiffness matrix for automobile chassis</td>
<td>44609×44609</td>
<td>215</td>
</tr>
<tr>
<td>s3dkq4m2</td>
<td>Finite element analysis of cylindrical shells</td>
<td>90449×90449</td>
<td>59</td>
</tr>
<tr>
<td>conf6.0-00l8x8-8000</td>
<td>Quantum Chromodynamics</td>
<td>49152×49152</td>
<td>39</td>
</tr>
</tbody>
</table>

marshaling cost is fully amortized. However, the ASTA layouts on both ATI and NVIDIA architectures also outperform the DA layout. We believe that the ASTA layout provides better locality and reduces potential bank conflicts that are more severe on ATI architectures, as current ATI GPUs have simpler DRAM interleaving schemes [27]. Also, when dynamic marshaling is employed, there is an additional marshaling cost for conversion of AoS to DA. This will be addressed in the following sections.

For the SpMV benchmark, again both the tiled layout and fully transposed layout can effectively improve the performance. On ATI architectures, the tiled layouts in general are even faster than the full transpose kernel. We also attribute this effect to shorter strides in the tiled transposition layout.

For blackscholes, moderate speedup is obtained on NVIDIA. On ATI, DA is slightly faster than AoS and ASTA. That is because the structure size is smaller compared to other applications: only five floats. And according to our microbenchmark results earlier, for small structure sizes, AOS is even faster. The reason why DA has speedup on ATI is that out of five elements, two are used to store outputs. So DA may create a smaller cache footprint as for outputs, other input elements need not to be brought into cache on ATI architecture.
Figure 5.2: Application speedup on NVIDIA GTX480.

Figure 5.3: Application speedup on ATI Radeon HD5870.
Figure 5.4: Net speedup including marshaling cost, LBM.

Figure 5.5: Net speedup including marshaling cost, Black-Scholes.
Performance of Layouts with Marshaling Costs

To further understand the cost of layout conversion, or marshaling, Figures 5.4, 5.5 and 5.6 show the overall speedup including marshaling. Note that the cost of marshaling is amortized as the number of iterations increases. The blue curves of all subfigures (DA) are constantly below the red ones (ASTA), showing that much more iterations are required to amortize the cost of AoS to DA conversion, and in some cases the net speedup of AoS to DA layout conversion is even below 1.0 given 30 iterations. Whereas AoS to ASTA gives much better overall speedup and break-even point: at most four iterations are required to break even with the marshaling cost. Although DA and ASTA have generally comparable performance, clearly the AoS to ASTA layout conversion is much faster than AoS to ASTA then to DA conversion, especially if frequent dynamic layout conversion is required.
5.6.2 In-Place and Out-of-Place Marshaling

The ASTA layout, as well as the generalized tiled transposition for tall arrays enable in-place marshaling on GPUs.

To evaluate its performance, we compare an implementation of a highly optimized out-of-place GPU matrix transposition method proposed by Ruetsch and Micikevicius [9] with our in-place tiled transposition kernel.

Since the operation of marshaling does not involve any computation but only memory loads followed by stores, it is sufficient to compare the memory throughput of these two kernels. Table 5.2 shows the measurements using the CUDA Compute Profiler on an NVIDIA GTX480 GPU on the e40r0000a data set: a 17281 by 17281 sparse matrix stored in ELL format with at most 64 nonzero columns per row.

Table 5.2: Performance of full and tiled transposition kernels.

<table>
<thead>
<tr>
<th>Marshaling Kernel (ASTA tile size = 16)</th>
<th>Sustained Global Memory Bandwidth (in GB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AoS to SoA [9] (out-of-place)</td>
<td>80.06</td>
</tr>
<tr>
<td>AoS to ASTA Barrier-sync (in-place)</td>
<td>82.23</td>
</tr>
<tr>
<td>AoS to ASTA PTTWAC (in-place)</td>
<td>19.64</td>
</tr>
</tbody>
</table>

Both the out-of-place kernel and in-place barrier-sync-based kernel utilize local memory to gain coalesced global memory accesses, which still seem to be important for these memory-intensive kernels. On the other hand, cycle-following transposition algorithms naturally suffer from load-imbalance and poor locality. Our PTTWAC algorithm partly addresses the load-imbalance by using atomic operations on parallelized shifts inside cycles, and the use of ASTA layout confines the randomness of memory reference pattern inside a tile, which usually means a handful of cache lines. However, the implementation still suffers from uncoalesced accesses as well as unnecessary contentions caused by simulating bitwise atomic operations on current GPU architectures. Our PTTWAC-based AoS to ASTA implementation uses atomic operations on local memory to reduce the cost, and uses atomic bitwise operations (AND and OR) to reduce the amount of memory requirement for storing flags in local memory. These contributes to its lower performance. In general, the AoS-to-ASTA PTTWAC algorithm should be consider as an
enabler on transposing larger ASTA tiles that are beyond the capability of barrier-synchronization-based implementation, rather than a general solution that can replace all other marshaling implementations.

The performance of SoA to ASTA marshaling naturally depends on the number of cycles and cycle length, which are decided by the array size and tile size. We thus compared the performance of two SoA to ASTA marshaling approaches: parallelized IPT (P-IPT) and our algorithm PTTWAC on converting various sparse matrices stored in transposed ELL format into tiled transposed ELL format. These two can be considered as generalized SoA and ASTA layouts.

![Figure 5.7: Converting layouts from SoA to ASTA using PTTWAC and P-IPT.](image)

The performance of P-IPT varies drastically over different input dimensionality as well as ASTA tile sizes, as shown in Figure 5.7. Across all inputs, PTTWAC performs smoothly and the only significant factor that affects its performance is the tile size. For tile size 64, the performance varies from 15.0 GB/s to 17.40 GB/s, and then performance drops as tile size reduces. This means the imbalance between cycle lengths does not manifest on PTTWAC. However, the P-IPT algorithm, which only parallelizes across cycles, shows unstable performance across inputs of the same tile sizes by almost 5x from 13.65 GB/s (bcsstk18, tile size 64) to 3.33 GB/s (e40r000a, tile size 64). This matches our prediction that PTTWAC should able to dynamically balance the load by allowing multiple work-groups works concurrently on long cycles.

Table 5.3 shows the performance of in-place AoS to ASTA transposition, comparing both the approach that uses barrier synchronization (BS) and the PTTWAC version. Note for larger tile sizes the BS approach does not work,
but when it works, the performance is very good.

Table 5.3: Performance of in-place AoS to ASTA transposition (GB/s).

<table>
<thead>
<tr>
<th>Problem</th>
<th>PTTWAC T=64</th>
<th>T=32</th>
<th>T=16</th>
<th>BS T=64</th>
<th>T=32</th>
<th>T=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>bcsstk18</td>
<td>8.6</td>
<td>17.0</td>
<td>20.3</td>
<td>55.6</td>
<td>59.4</td>
<td>73.4</td>
</tr>
<tr>
<td>e4or000a</td>
<td>6.9</td>
<td>14.0</td>
<td>19.6</td>
<td>51.2</td>
<td>61.0</td>
<td>82.2</td>
</tr>
<tr>
<td>bcsstk31</td>
<td>5.3</td>
<td>5.8</td>
<td>8.2</td>
<td>NA</td>
<td>23.2</td>
<td>79.7</td>
</tr>
<tr>
<td>bcsstk32</td>
<td>5.0</td>
<td>5.6</td>
<td>7.4</td>
<td>NA</td>
<td>23.8</td>
<td>80.6</td>
</tr>
<tr>
<td>s3dkq4m2</td>
<td>7.1</td>
<td>16.6</td>
<td>21.3</td>
<td>61.3</td>
<td>67.0</td>
<td>93.1</td>
</tr>
<tr>
<td>conf6.0-</td>
<td>11.7</td>
<td>19.2</td>
<td>20.6</td>
<td>67.9</td>
<td>67.9</td>
<td>86.8</td>
</tr>
</tbody>
</table>

5.7 Related Works

Jang et al. [46] proposed a methodology for changing the data layout to improve memory coalescing. Zhang et al. [47] proposed a dynamic approach to eliminate irregularities in GPU kernels. Che et al. [6] proposed a library-based approach that performs marshaling on the CPU side and overlaps PCI-e transfer with the CPU-side marshaling. All these approaches (including ours) change the layout through redefining the mapping function that flatten multidimensional indices into an offset for the layout. However, naturally their marshaling performance is limited by the small CPU memory bandwidth and they only allow marshaling between CPU and GPUs, not among different GPU kernels. Also, their approach is equivalent of transforming AoS to SoA, which only improves the memory coalescing but may introduce partition camping as we observed.

In terms of tiling the data structure for memory parallelism, the methodology proposed by Sung et al. [43] is closely related to our approach. They, however, only transform the kernel and expect manual changes on the host side to reflect the changes in data layout.

On optimizing sparse matrix-vector multiplication, Choi et al. [48] presented manually optimized sparse matrix layouts to accelerate SpMV for GPUs. However, only the construction, not the conversion between these formats, is addressed.
5.8 Summary

We proposed the Array-of-Structure-of-Tiled-Array (ASTA) layout as a promising alternative to common discrete array transformation for improving the global memory throughput for GPU applications that access data in Array-of-Structure layout. ASTA not only provides better performance to discrete arrays but also enables in-place marshaling on GPUs, which is crucial for accelerators relying on high-throughput access to capacity-constrained private DRAMs. We also show that ASTA allows much faster dynamic in-place marshaling from AoS compared to discrete arrays, which implies a much lower breakeven point in amortizing the marshaling cost compare to discrete arrays.

We then generalize the ASTA to tiled transposed layouts for arrays that have imbalanced aspect ratios, which is common for sparse matrices. We show that for sparse-matrix transposition such a layout also provides comparable or even better performance for a fully transposed layout on sparse matrix-vector kernels.

To allow developers to leverage the benefits of ASTA with minimal effort, the proposed approach addresses the problem of decoupling host and device layout needs through a user-friendly automatic transformation framework that is designed and implemented in a transparent way to host code, even allowing the user to keep host code unchanged while enjoying the benefit provided by the system.
CHAPTER 6

DATA LAYOUT TRANSFORMATION FOR MEMORY-LEVEL PARALLELISM

In this chapter, we discuss our second application of data layout transformation on modern many-core architectures such as the GPU: improving memory-level parallelism through reducing channel and bank conflicts. An important class of numeric application, or structured-grid code, is used in this chapter as the driving examples.

As shown in Section 3.2, the sustained DRAM bandwidth to certain GPUs can be greatly affected by strides in concurrent, in-flight memory accesses. The root cause of this problem is that the design of modern GPUs is driven by graphics workload, whose typical working-set size is too big to fit in any reasonable cache system like CPUs, so the architecture of most GPUs does not contain a large cache that is comparable to their CPU counterparts.

However, modern DRAM systems heavily rely on burst access, or a type of request that accesses a continuous range of DRAM addresses. On typical CPU systems, usually the last level of cache line size maps directly to a DRAM burst: when there is a cache miss, the cache controller would directly ask a consecutive range of DRAM contents that corresponds to that cache line. On GPUs, Bakhoda et al. reported that the property of locality of many GPU workloads makes CPU-style caching unnecessary or even negatively affecting performance [49]. Consequently, on modern GPUs the memory system is designed toward exploiting the spatial locality across memory requests from SIMD lanes via memory vectorization (or memory coalescing), and the parallelism across coalesced memory requests:

- Creating DRAM bursts by memory coalescing, or dynamically vectorizing scalar memory requests from a wavefront (OpenCL) or warp (CUDA) into one or more wider DRAM bursts
- Using highly parallel interconnect that is capable of routing concurrent memory requests to multiple DRAM channels.
In current GPU programming models, users are allowed to launch a very large number of work-groups (in OpenCL) or thread blocks (in CUDA), and at runtime the blocks are issued somewhat sequentially to available processors on the GPU, as shown in Figure 6.1. A processor can only execute a fixed number of thread blocks as limited by resources like the number of registers available. Once a thread terminates, a new thread block can then be issued to the processor.

For data-parallel GPU kernels, the data is usually stored in the global memory and then each thread works on a subset of data in a single-program-multiple-data (SPMD) way. Typical programming practices generally involve mapping thread IDs into data indices [50], so at a very high level, controlling how thread indices are mapped into data offsets would change the locality.

Once memory requests are coalesced into bursts, as shown in Figure 6.2, they are then routed to individual memory channels, as illustrated in Figure 6.3. As we stated earlier, the key to good performance is to make sure these requests are somehow distributed well across the memory channels.

So far we have been addressing non-unit strides across nearby threads that leads to poorly coalesced memory accesses. However, as we can intuitively see from the second bullet point above, if the memory requests are not well distributed across DRAM channels and banks, the memory throughput may still degraded to just a fraction of the peak memory throughput. This is also known as partition camping [26, 9], and is usually caused by having very large strides (at the scale of multiple megabytes) across concurrently
Figure 6.2: Coalesced memory accesses from threads in the same SIMD warp.

Figure 6.3: Coalesced memory accesses routed to different DRAM channels.
One source of large strides is from accessing large multidimensional arrays in a stencil-like manner. Many iterative solvers on structure grids have this kind of access pattern and is hence interesting to apply data layout transformation to shorten the strides. For example, if we have a three-dimensional array $A$ of $500 \times 500 \times 500$ 32-bit floating-point numbers, and let us assume that the array is laid out in row-major order, an expression like accessing $A[k][j][i]+A[k+1][j][i]$ would involve generating two memory references that are 1000,000 bytes away from each other.

Structured grid applications [7] are a class of applications that calculate grid cell values on a regular (structured in general) 2D, 3D or higher-dimensional grid. Each output point is computed as a function of itself and its nearest neighbors, potentially with patterns more general than a fixed stencil. Examples of structured grid applications include fluid dynamics and heat distribution that iteratively solve partial differential equations (PDEs) on dense multidimensional arrays. When parallelizing such applications, the most common approach is spatial partitioning of grid cell computations into fixed-size portions, usually in the shape of planes or cuboids, and assigning the resulting portions to parallel workers e.g. Pthreads, MPI ranks, or OpenMP parallel for loops.

However, the underlying memory hierarchy may not interact in the most efficient way with a given decomposition of the problem; due to the constantly increasing disparity between DRAM and processor speeds [8], modern massively parallel systems employ wider DRAM bursts and a high degree of memory interleaving to create sufficient off-chip memory bandwidth to supply operands to the numerous processing elements.

As we have pointed out in Chapter 2, unlike CPU-based systems in which a DRAM burst usually corresponds to a cache line fill, massively parallel systems such as GPUs form a DRAM burst from vectorized memory accesses. This can either be done by hardware from concurrent threads in the same wavefront (also known as memory coalescing in CUDA terms) or by the programmer (such as the short-vector loads in CUDA and OpenCL). In both cases, it is important to have concurrent accesses bearing desired memory address bit patterns in terms of memory access vectorization. Intuitively this can be addressed by loop transformations to achieve unit-strided access in the inner loop. However, for arrays of structures, it is necessary to em-
ploy data layout transformations, such as dimension permutation, to achieve vectorization [51] or reduce coherence overhead [52].

A less explored direction is the parallelism among memory controllers, and interleaved DRAM banks, which plays an increasingly important role in system performance. In massively parallel systems, the interconnection between DRAM channels and processors decodes address bit fields to decide the corresponding channel and memory bank numbers from a memory request [49]. Given that a fixed subset of the address bits is used to spread accesses across parallel memory channels and banks, achieving high bandwidth requires concurrently serviced accesses to have varying values in those address bit fields. To exploit this form of memory-level parallelism (MLP) in structured grid applications, precise control must be exercised over how multidimensional index expressions map each index field to address bit fields. It is not generally possible without data layout transformation or hardware approaches [53] to shuffle address bit fields such that concurrent memory requests can be both well-vectorized and routed to different memory channels and banks.

Unfortunately, the full details of the memory hierarchy are often too obscure or complex for typical application programmers to adapt their programs to these layouts. Even for the exceptional cases where the programmer does know how to transform the data layout to fit the memory system, performing the transformation manually is tedious, results in less readable code, and must be repeated every time a new platform is targeted.

6.1 Benchmarking and Modeling Memory System Characteristics

For massively parallel architectures such as the GPU, the number of concurrent memory requests from all the processors can be large, especially for codes with large datasets.

In such systems, the DRAM controllers spread these concurrent requests through the interconnect into different memory channels and banks mostly by hashing address bits. Moreover, on some systems such as the NVIDIA G80 and GT200 GPUs, memory requests are vectorized (or coalesced, in CUDA terms) based on the least significant bits of their addresses if these requests are from a subset of threads that are executed in SIMD fashion (i.e.
CUDA warps) by the underlying hardware.

To better understand how memory interleaving works, it is necessary to benchmark the underlying memory hierarchy to model the achieved memory bandwidth as a function of the distribution of memory addresses of concurrent requests. As an example, we derive the analytical model for an NVIDIA Tesla GPU, and use the execution model of that GPU to analyze the expected program execution flow and the concurrent requests likely to be generated. Other devices and programming models could be evaluated independently with a similar approach. Previous work [25] benchmarked the GPU to explore memory latency as a function of access strides in a single-thread setting. However, since the class of applications we are targeting is mostly bandwidth-limited, we must determine how the effective bandwidth varies given access patterns across all concurrent requests. First, each memory controller will have some pattern of generating DRAM burst transactions based on requests. The memory controller could be only capable of combining requests from one core, or could potentially combine requests from different cores into one transaction. In our example, the GPU memory controller implements the former, with the CUDA programming manual [26] defining the global memory coalescing rule, which specifies how transactions are generated as a function of the simultaneous requests from the vector lanes of one streaming multiprocessor (SM).

Next, we must define our model on which bits in a memory address steer interleaving among memory channels, DRAM banks, or other parallel distribution structures built into the architecture to increase the number of concurrently satisfiable requests. We can determine these steering bits by observing the behavior of a microbenchmark generating concurrent requests of a fixed stride pattern and the resulting achieved bandwidth. The microbenchmark is similar to pointer-chasing in lmbench [54]: each thread repeats the statement $x = A[x]$ for a large number of iterations, with the array $A$ initialized with $A[i] = i$ and each thread initialized with $x = blockIdx.x * Stride$. There is only one thread per thread block to ensure that each request results in one memory transaction.

By examining the spikes of poor-performing bandwidth in Figure 6.4, we can see a couple of features of the underlying system. First, each successive power-of-two stride essentially generates a concurrent set of requests with a fixed bit pattern in an increasingly large number of the lower address bits.
Figure 6.4: Effective memory bandwidth vs. strides in words between requests from many single-threaded blocks on a NVIDIA Tesla GPU. Bandwidth is in millions of transactions per second, and strides are in increments of 64 words.
Continued performance degradation as the stride doubles indicates that the bit that was variant in the previous power of two but not in the current one is relevant to the parallel distribution of requests. Figure 6.4 shows strides of 512, 1024, 2048, 4096 and 8192 words achieve successively lower effective bandwidths. Although more detailed microbenchmarks suggest that the interleaving is sophisticated enough that many of the higher bits may contribute to steering to some degree, the most critical bits are those at or below bit position 13. Second, the worst observed bandwidth occurs on strides with a multiple of 512 words (2K bytes), indicating that the 11 lowest bits have the most direct impact on achieved MLP. For instance, note that strides of 8192+x*512 words are equally poor in performance as 8192 strides. Through further detailed microbenchmarking, we have confirmed that all bit positions in the range [13:6] are essential to spreading accesses to different memory channels and banks. Therefore, for the purposes of data layout of arrays of word-sized elements, we would consider the lower twelve bits of a flattened index expression to be relevant (equivalent to address bits [13:2]), and the bits in positions [10:6] the most important to vary across burst requests and indeed sufficient to distribute accesses across all memory system elements. From the coalescing rules [26], bits [5:2] are inferred to be offsets into a DRAM burst. Within a burst, a good layout transformation must maximize the number of useful words in that burst.

6.1.1 Common Access Patterns of PDE Solvers on Structured Grids

Although there are many numerical methods that deal with PDEs, there are only a few data access patterns among the most prevalent methods solving these problems on structured grids. The structured grid often comes from discretizing physical space with Finite Difference Methods [55] or Finite Volume Methods [56], while solutions based on Finite Element Methods [55] often result in irregular meshes.

Many numerical methods solve PDEs through discretization and linearization. The linearized PDE is then solved as a large, sparse linear system [57]. For large problems, direct-solution methods are often not viable: practical approaches are almost exclusively iterative-convergence methods.
Iterative techniques like the Jacobi and Gauss-Seidel methods (including those with successive overrelaxation) are often used as important building blocks for more advanced solvers like multigrid [58]. Both techniques are instances of stencil codes, whose stencils can be expressed as a weighted sum of the cell and nearest neighbors in the grid. The major difference in terms of access patterns is that Gauss-Seidel methods typically apply cell updates in an alternating checkerboard style. Adjacent elements are never updated at the same sweep; two separate, serialized sweeps over the red and black cells perform one whole iteration update.

The lattice-Boltzmann method (LBM) [59], a particle-based method mainly used in computational fluid dynamics problems, was recently extended as a general PDE solver [60]. The LBM is also an iterative method applied to structured grids. The cell update rules for the LBM are divided into two stages that update multiple grid cell properties (i.e. distribution functions of particles close to different edges or surfaces of the grid cell). The intra-cell stage (called collide) and inter-cell stage (called stream) combined perform one iteration’s update [61]. The stream stage accesses the nearest neighbors of the current cell, while the collide stage’s inputs are entirely local to the current cell. Since there is no data reuse within an update iteration across cells, techniques that aim at reducing memory accesses such as shared memory tiling for the GPU are less useful. Hence, the LBM is considered memory bandwidth-bound [62].

6.2 Data Layout Transformations for Structured Grid C Code

For structured grid codes, transforming the bit patterns of effective addresses of concurrent grid access expressions for the underlying memory hierarchy can be achieved by transforming linearization functions calculating the grid elements’ offsets from index expressions for each dimension and the size of each dimension. This effectively transforms the data layout.

We first present a formalization of arrays, layouts, and layout transformations that define the required information as well as semantics. To conduct data layout transformation, we collect the necessary information through variable-length array syntax, a recently standardized feature of the C lan-
guage, that enables FORTRAN-style index expressions for arrays of all kinds, including those whose size is not statically known. The extra information contained in these declarations and accesses are essential to performing robust data layout transformation.

6.2.1 Grids and Flattening Functions

**Definition 1.** An $n$-dimensional array $G$ is characterized by an index space that is a convex, rectangular subspace of $\mathbb{N}^n$ and type $T$.

An array element is identified by a vector of integers called an index vector. Without loss of generality, for the index vector $\vec{I}$ of an array element, $I_i \in [0, \text{Dim}_i)$ where $\text{Dim}_i \in \mathbb{N}$, $\text{Dim}_i > 0$ is the $i$-th element of the dimension vector of $G$. $T$ is the type of all elements in $G$.

**Definition 2.** An injective function $FF: \mathbb{N}^n \to \mathbb{N}$ is a flattening function for an $n$-dimensional array $G$ if this function is defined for all valid array element index vectors.

A flattening function defines a linearization of coordinates of elements in $G$. When the resulting integer is interpreted as the offset for addressing an element from the beginning of the memory space reserved for the array, then this flattening function defines the memory layout of the array. We require $FF$ to be injective: it should map every valid index vector to a unique value. An $FF$ $f$ explicitly forbids a many-to-one mapping, and thus $f^{-1}$ is defined and $f^{-1}(f(\vec{I})) = \vec{I}$ for a valid index vector $\vec{I}$. With these restrictions, a flattening function uniquely defines a memory layout and vice versa; we use these terms interchangeably in the remaining text.

To permute the address bit pattern derived by an $FF$, we can transform the Row-Major Layout (RML) flattening function by adapting the two following primitive transformations proposed by Anderson et al. [63] that are analogous to some well-known loop transformations:

**Strip-mining:** Split dimension $i$ into $T$-sized tiles, $0 \leq T < D_i$. This transformation creates a new index vector $\vec{I}'$ and a new dimension vector $\vec{D}'$, which are inputs to the transformed $FF$. $\vec{I}'$ and $\vec{D}'$ are created by dividing $I_i$ into $I_h$, $I_l$ and $D_i$ into $D_h$, $D_l$, where $I_h = \lfloor I_i / T \rfloor$, $I_l = I_i \mod T$ and $D_h = \lceil D_i / T \rceil$, $D_l = T$. Intuitively, strip-mining
splits the dimension into two adjacent dimensions. When the original
dimension size is not a multiple of the strip size, padding is introduced
at the last strip.

**Permutation:** Permute the index vector and corresponding dimension vec-
tor.

Figure 6.5 shows a layout tiling example that transforms an access to array
\( A[D_j][D_i] \) from \( A[j][i] \), i.e. \( RML_A \), to \( A[j_{\log_2(2^{(n_1)}4)}][i][j_{30}] \). First the dimension
\( j \) is split into \( j_H \) and \( j_L \) without actually changing the order of elements in
memory, only padding the grid to some multiple of \( 2^4 \times D_i \) elements. Then the
dimensions \( i \) and \( j_L \) are swapped, which also changes the order of elements
in memory.

### 6.3 Directing Data Layout Transformation

Intuitively, the space of all possible layouts that can be derived by applying
the data layout transformation primitives arbitrarily on a multidimensional
data structure can be very large. However, by leveraging properties from both
the SPMD programming model, common on massively parallel systems, and
the class of applications we are targeting, we demonstrate a generalizable data
layout methodology for this application/target pair, based on an analytical
model of the memory hierarchy and static analysis of the program. Finally,
a data flow analysis is designed to help deduce data layouts for subscripted
pointer accesses in the program.

#### 6.3.1 Data Transformation for Structured Grid Codes on a
Two-Level SPMD Programming Model

In current GPU architectures, each thread can only execute one memory
operation at a time. Concurrent requests are therefore generated from dif-
f erent threads executing concurrently on the parallel hardware. Intuitively,
index expressions dependent on thread and thread block identifiers should
have significant variations in their values, and therefore variations in the bits
representing the resulting address. To maximize bandwidth utilization, the
intuitive goal of data layout transformation is to ensure that the address bits
Figure 6.5: An example of layout transformation.
dependent on thread and thread block identifiers are the same as those bits used in the memory system to distribute concurrent requests among parallel memory system elements, and that the transformed access expressions adhere to the coalescing rules for full utilization of DRAM bursts.

Let us first consider the CUDA-like pseudo code in Listing 6.1 that is a simplified version of the 2D lattice-Boltzmann method (LBM).

```
enum {N=0, E, W, S};

// Declare A0 and Anext as 2D variable-
// length arrays of 4-element structures

__global__ void example(int ny, int nx, float A0[ny][nx][4],
                   float Anext[ny][nx][4])
{

    int i = threadIdx.x+1, j = blockIdx.x+1;

    // Access in FORTRAN-like form

    float x_velo = A0[j][i][E] - A0[j][i][W];
    float y_velo = A0[j][i][N] - A0[j][i][S];

    Anext[j][i-1][E] = x_velo;
    Anext[j][i+1][W] = -x_velo;
    Anext[j-1][i][N] = y_velo;
    Anext[j+1][i][S] = -y_velo;
}
```

Listing 6.1: A running example.

In this code we have a 2D AoS layout. The code performs operations on the input cell owned by the thread, using the results to update specific fields of its neighbors in the output. Note that the leftmost dimension of every index expression is some constant value plus blockIdx.x, the second dimen-
sion is always some constant plus threadIdx.x, and the last dimension is a fixed offset denoting a structure field. The AoS layout is good for CPUs or cache-based architectures in general because of better spatial locality among structure members, but for GPUs this stops the memory vectorization hardware (or memory coalescing hardware in CUDA terms) from fully utilizing DRAM bursts when concurrent threads each requests a certain field of its own cell. The coalescing rules effectively state that the index of the lowest dimension must be dependent on threadIdx for good coalescing. This issue can be easily resolved by permuting the data layout, perhaps by exchanging the second and last dimensions, leading to addresses that satisfy the coalescing rule.

However, a good layout in terms of maximal MLP should also make concurrent memory accesses from different warps having distinct bits at those steering bits. Intuitively, we should not only make a vectorizable access pattern, but also assign bits of thread and thread block identifiers most likely to be distinct among active threads to those steering bits. Identifying which bits will be distinct among concurrent accesses requires analysis dependent on the execution model of the architecture. A good data layout would take these busy bits from the index of each dimension and map those bits into the steering bits of the memory system. A more formal definition and automated solution is presented in the remainder of this section.

6.3.2 Characterizing Thread Indices in Two-Level SPMD Programming Models

In the two-level threading (thread/block) models employed by OpenCL and CUDA, some properties regarding thread indices can be observed:

- Computational grids consist of fixed-sized thread blocks issued as a whole to the processors (i.e. SM in CUDA terms). Distinct blocks are executed asynchronously across processors. As for thread IDs, asynchronous execution means that any thread with a legitimate thread ID within a block can be the issuer of a memory request.

- The total number of blocks in the computational grid can be very large, outnumbering the number of processors in the system, so the runtime issues a subset of these blocks to the processors. In other words, at any
instant there is only a subset of $X$ blocks being executed so the number of distinct block ID usually is only a fraction of total number of blocks in a computational grid. With some simplifying assumptions about the regularity of block scheduling, the index range of currently executing blocks can be roughly modeled as some oldest, still-executing block to some youngest executing block with an index of $X$ plus the index of the oldest block minus one.

We can then characterize thread and block IDs in terms of distinct least significant bits across their concurrent instances:

- The number of distinct least significant bits across concurrent block IDs is about $\log_2(\text{maximum capacity of active blocks in the system})$.
- The number of distinct least significant bits across concurrent thread IDs is about $\log_2(\text{block size})$.

For CUDA, the maximum capacity for active blocks in the system can be determined statically from the compiled code’s resource usage and the device parameters [26].

For our running example, assume there are 32 active thread blocks, each with 128 constituent threads, which means 5 LSBs of a thread block index and 7 LSBs of a thread index will be busy. In this case, one good layout for array $A_0$ could be created by strip-mining the Y and X dimensions by 32 and 128 respectively and shifting the resulting subdimensions into the steering and coalescing bit positions. In terms of dimension vector and flattening function, the dimension vector of $A_0$ is $\vec{D} : ([ny/2^5], [nx/2^7], 4, 2^5, 2^7)$, where $nx$ and $ny$ are from C99 VLA declaration of $A_0$; the FF of $A_0$ is $FF(\vec{I}, \vec{D}) : I_2[5:0]D_3D_2D_1D_0 + I_1[7:0]D_2D_1D_0 + I_0D_1D_0 + I_2[4:0]D_0 + I_1[6:0]$, where $\vec{I}$ is the index vector of the array subscripts, e.g. for $A_0[j][i][0]$, $\vec{I} : (I_2 = j, I_1 = i, I_0 = 0)$.

6.3.3 Automated Discovery of Ideal Data Layout

To automate the process of selecting and shifting bits to best fit the memory system, we begin with a high-level algorithmic description of the procedure:
1. Convert all grid-accessing expressions into affine forms of thread and thread block indices and surrounding sequential loop indices. For structured grid codes that use FORTRAN-like array subscripts, array accessing expressions can be usually converted to this form. In principle, if there are non-affine terms in the expression, we could still approximate it by introducing auxiliary affine terms, as suggested by Girbal et al. [64].

2. For a given grid, if all the expressions accessing the grid share the same coefficient for all columns except the constant column, then this grid is eligible for layout transformation. We call the grid eligible, and define a matrix consisting of coefficients of affine form of accessing expressions except the constant column as the grid’s common access pattern. For structured grid codes which access nearest neighbors, the access pattern to the same grid usually has the same coefficient except for the last column. For example, \([x+1][y]\) and \([x-1][y-1]\) are considered of the same common access pattern \([[1\ 0] \begin{pmatrix} x \\ y \end{pmatrix} ]\).

3. For each eligible grid, derive the desired data layout from its common access pattern:

   (a) Calculate the number of busy bits of each referred thread and block index from the occupancy and thread block configuration.

   (b) For each dimension, compute the collective busy bits represented by the corresponding row in the common access pattern. Since a row in the common access pattern represents some linear combination of thread and block indices, the collective busy bits are the union of these busy bits, while some of them are possibly shifted by \(\log_2\) of their coefficients.

   (c) Assign the least significant \(N\) bits of the fastest changing dimension index to the bit position that is used for memory coalescing, where \(N\) is the number of address bits that determine memory vectorization according to the hardware specification.

   (d) Greedily assign other collective busy bits of all dimensions to the steering bits by strip-mining power-of-two-sized tiles and permut-
ing these tiles to the desired bit position until steering bits are all occupied or there are no busy bits left for any dimension.

(e) Assign all remaining bits to the higher dimensions.

(f) Generate flattening functions and dimension vectors according to the above assignment and the C99 VLA declaration for the grid.

4. Perform dataflow analysis to derive the flattening function associated with each array accessing expression.

5. Output the transformed code with inline-expanded flattening function at grid accessing expressions.

For our running example, some of the access functions of $A_0$ and $A_{\text{next}}$ are: $(\text{blockIdx}.x + 1, \text{threadIdx}.x + 1, E)$, $(\text{blockIdx}.x + 1, \text{threadIdx}.x + 1, W)$, $(\text{blockIdx}.x, \text{threadIdx}.x + 1, N)$, and $(\text{blockIdx}.x + 2, \text{threadIdx}.x + 1, S)$. In the affine form of access functions similar to the notation used by Girbal et al. [64], they would look like:

\[
\begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & E
\end{bmatrix}
\begin{bmatrix}
\text{blockIdx}.x \\
\text{threadIdx}.x \\
1
\end{bmatrix},
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\text{blockIdx}.x \\
\text{threadIdx}.x \\
1
\end{bmatrix},
\begin{bmatrix}
1 & 0 & 2 \\
0 & 1 & 1 \\
0 & 0 & S
\end{bmatrix}
\begin{bmatrix}
\text{blockIdx}.x \\
\text{threadIdx}.x \\
1
\end{bmatrix},
\begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & N
\end{bmatrix}
\begin{bmatrix}
\text{blockIdx}.x \\
\text{threadIdx}.x \\
1
\end{bmatrix},
\begin{bmatrix}
1 & 0 & 2 \\
0 & 1 & 1 \\
0 & 0 & S
\end{bmatrix}
\begin{bmatrix}
\text{blockIdx}.x \\
\text{threadIdx}.x \\
1
\end{bmatrix},
\text{respectively. The affine form of the access functions of $A_{\text{next}}$ and $A_0$ only differ in the last column, and thus both arrays are eligible for data layout transformation, with their common access pattern }
\begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0
\end{bmatrix}.
\text{The common access pattern clearly links the dimension with individual thread and thread block indices, which are used for deciding the actual layout based on their busy bits.}

Continuing with our previous example, we will assume the number of active thread blocks is 32, and the number of threads in the thread block is 128. This means that the five least significant bits of $\text{blockIdx}.x$ are busy, and all seven meaningful bits of $\text{threadIdx}.x$ are busy. The second dimension index, corresponding to $\text{threadIdx}.x$, takes the lowest dimension place in
the transformed layout for coalescing (four least significant bits) and the first three steering bits. The highest dimension is split into two dimensions, with the five least significant bits accessing the new lower dimension and the remaining bits accessing the higher dimension. The newly created lower dimension is transposed to take the second lowest dimension of the new layout. The remaining dimensions are left as they are, resulting in the layout shown in Section 6.3.2.

6.3.4 Propagating Layout Information as Extended Types with Pointers

After each solver iteration, iterative PDE solver implementations in C or C-like languages usually swap pointers to the input and output grid before starting the next iteration, i.e. the output of the current iteration becomes the input of the next iteration. Hence, correct propagation of layout and dimension information through pointer assignments is essential for these solver implementations.

In other words, after deciding the layout of a specific grid, we need to analyze the source code to figure out the set of grid access expressions, in the form of subscripted pointer dereferences, that need to be updated to use the transformed flattening function instead. We address this issue by treating layouts as extended types and solve the dataflow equation to analyze the layout for array accessing expressions.

Types in programming languages specify the information necessary for the code to interpret and operate on instances of that type. The layout of an array is an implicit part of an array’s type, typically defined by the language. To transform the layout of a particular array, excluding other arrays, we must essentially change that array’s type, and propagate that change in type information through the program to ensure that all parts of the program accessing that array do so correctly. This propagation could be performed at runtime by extending the array type in the compiler to augment the grid with a function pointer to the flattening function, set when the array is allocated. However, current GPU programming models do not allow indirect calls, so we elect to perform the propagation of the type change instigated by the compiler in the compiler itself.
Table 6.1: Transfer functions.

<table>
<thead>
<tr>
<th>Operation Type</th>
<th>Transfer function $f(\mu)$ in the form of $f(\mu) = \nu$ with $\nu(w) = \mu(w)\forall(w \neq p1)$ and $\nu(p1) = \ldots$, where $w \in P; \mu, \nu \in \Psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No definition involving any pointer variables</td>
<td>$\nu(p1) = \mu(p1)$ (identity function)</td>
</tr>
<tr>
<td>$p1 = p2$; $p1$ and $p2$ are pointers</td>
<td>$\nu(p1) = \mu(p2)$.</td>
</tr>
<tr>
<td>$p1 = p2 + t$; $p1$ and $p2$ are pointers and $t$ is of integer type</td>
<td>$\nu(p1) = \bot$ if $\mu(p1) \neq UT$ else $UT$</td>
</tr>
<tr>
<td>Declaring a pointer $p$</td>
<td>$\nu(p1) = UT$</td>
</tr>
<tr>
<td>Declaring a pointer $p$ to an $n$-dimensional grid $G$ with a dimension vector $DV$</td>
<td>$\nu(p1) = (n, DV, RML)$</td>
</tr>
<tr>
<td>Apply layout transformation $lt$ to the data structured pointed by $p1$</td>
<td>$\nu(p1) = lt(\mu(p1))$ where $lt$ is a layout transformation.</td>
</tr>
</tbody>
</table>

Table 6.2: Meet function $\land$.

<table>
<thead>
<tr>
<th></th>
<th>$11$</th>
<th>$UT$</th>
<th>$\bot$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>$11 == 12$ if then $11$ else $\bot$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
</tr>
<tr>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
<td>$\bot$</td>
</tr>
</tbody>
</table>

Therefore, we present algorithms for propagating the implicit layout type information statically through a program, identifying the pointer references that access the objects with extended types. The proposed usage scenario is that the user specifies through annotation the grid on which the compiler should perform automatic layout transformation, without specifying the actual layout, and the compiler decides the layout that works best on the given grid for a given architecture, and propagates this layout information through this analysis.

Our approach involves a source-to-source compiler that transforms the flattening function of expressions accessing grids annotated with dimension vectors, effectively deriving layout-transformed arrays, and finally emits CUDA C code that can be further compiled by the NVCC compiler with inline-
expanded flattening functions on dynamically allocated one-dimensional arrays.

We formulate this analysis as a monotonic dataflow analysis. In this framework, a dataflow analysis is represented as a meet-semilattice and a set of transfer functions. For this problem, the semilattice is \((\Psi, \wedge)\), where each element in the semilattice is a function: \(\Psi : P \rightarrow \mathbb{L} \cup \{UT, \perp\}\). \(P\) is the set of pointer variables in the program, \(UT\) stands for untransformed and \(-\) means incompatible respectively. \(\mathbb{L}\) is a set containing the definitions of new data layouts each fully defined by a dimension \(n \in \mathbb{N}\), a dimension vector \(\mathbb{N}^n\) and a flattening function \(\mathbb{N}^n \rightarrow \mathbb{N}\). When this function maps a pointer to a new layout, it is asserting that every data structure the pointer may refer to shares the specified layout. An untransformed pointer indicates that the data structure it points to uses \(RML\) as its flattening function; an incompatible pointer, however, indicates that this pointer may point to at least two data structures with incompatible flattening functions. Two flattening functions \(FF_1\) and \(FF_2\) are compatible (expressed as \(FF_1 == FF_2\)) if and only if for all legitimate dimension vectors \(\vec{D}\) and index vectors \(\vec{I}\), \(FF_1(\vec{D}, \vec{I}) = FF_2(\vec{D}, \vec{I})\). That is, the FF for a \(float\) array can be compatible with the \(RML\) for a \(long\) array as long as their element sizes are the same. This allows transforming the layout of some structured-grid code, in which non-float typed elements are accessed through type-casted grid base pointer.

The set of transfer functions \(f : \Psi \rightarrow \Psi\) are created from the type of operations in the flow graph as shown in Table 6.1. The meet operation of two functions \(m, n \in \Psi\) is defined in Table 6.2. In the table, the binary relationship \(==\) for two tuples \(\{l1 = (n_1, D_1 \in \mathbb{N}_{expr}^{n_1}, FF_1), l2 = (n_2, D_2 \in \mathbb{N}_{expr}^{n_2}, FF_2)\}\) \(\in \mathbb{L}\) exists if and only if \(n_1 = n_2\) and \(D_1 = D_2\) and \(FF_1 == FF_2\). In a word, each statement, according to its operation type, may change the layout bound to a pointer through assignment. Transformed and untransformed layouts, as well as dimension vectors of grids, are thus propagated.

The meet function \(\wedge\) deals with the join of control flow. Since most programming models for the GPU do not allow indirect function calls in general, for each grid access expression only one flattening function is allowed to bind with that expression. The meet function basically aborts data layout transformation for a particular grid if there are multiple incompatible flattening functions that need to be bound with any expression that accesses the grid
(i.e. the binary relation $==$ does not hold for these functions). This restriction can surely be slightly relaxed using versioning, but this is left for future work.

6.4 Experimental Results

Three CUDA benchmarks, namely CFD, Heat [65], and LBM [61], were used to explore the significance of memory-level parallelism for memory-bound structured grid applications and the validity of the data layout transformation heuristic presented in the thesis. CFD is an implementation of the red-black Gauss-Seidel method for a 3D Navier-Stokes solver, Heat is a 3D heat equation solver using the Jacobi method, and LBM is an implementation of the SPEC2006CPU [66] lattice-Boltzmann method. The first two benchmarks represent the two major point methods for solving PDEs using the finite difference method. LBM is an alternative CFD approach using a particle-based method instead of discretizing the PDE. For each benchmark, the performance of different layouts is presented in terms of the normalized execution time over several ranges of grid sizes, changing the size of one dimension at a time. The experiments were run on a NVIDIA Tesla T10 GPU with 4GB of memory.

We first manually convert each of the benchmarks into a layout-neutral form and apply our automated layout transformation methodology on the main grids on which it operates. Because our compiler infrastructure does not yet support variable-length array syntax, we use annotations to communicate that information to the compiler. After automatic transformation, the nearby regions of the space of potential layout transformations where the solution was found are manually searched for the best candidate.

The results show the criticality of a data layout for maximizing bandwidth utilization by both vectorizing memory accesses into bursts, and parallelizing them across interleaved memory channels and banks. The relative performance of a layout depends on its divergence from the optimal layout in both of these two criteria.

For the LBM benchmark, Figures 6.6-6.8 contrast the performance of the layout derived from the transformation heuristic to the array-of-structures (AoS) and structure-of-arrays (SoA) layouts. On average, switching from the
Figure 6.6: LBM, varying X.

Figure 6.7: LBM, varying Y.
AoS layout to the SoA layout improves the performance by 7.2X, mainly due to improved burst-level parallelism from better memory coalescing. However, the layout which maps busy bits to steering bits more prudently, thereby achieving higher memory-level parallelism, further improves the performance by 1.52X. Moreover, such a layout is more persistent to grid size variations.

Figures 6.9-6.11 show the merits of using an MLP-aware layout for the Heat benchmark over a layout oblivious to it. While both layouts result in fairly coalesced memory access patterns, the layout derived from the transformation heuristic is 2.74X faster on average.

Figures 6.12-6.14 compare the performance of the layout of the CFD benchmark derived from the transformation heuristic to the default row-major layout (RML) defined by the programming language. Effective tiling for the memory interleaving hardware, which also results in marginally better memory coalescing, improves the performance of the derived layout by 1.16X on average over RML.

Our experiments show that even with extra overhead computing memory addresses, the transformed benchmarks still gain performance by improving the efficiency of accessing memory. This highlights both the bandwidth-boundedness of the benchmarks themselves, and the validity of trading extra address calculation instructions for better bandwidth utilization in bandwidth-
Figure 6.9: Heat, varying X.

Figure 6.10: Heat, varying Y.
Figure 6.11: Heat, varying $Z$.

Figure 6.12: CFD, varying $X$. 
Figure 6.13: CFD, varying Y.

Figure 6.14: CFD, varying Z.
bound applications.

6.5 Summary

We presented a formulation and language extension that enable automatic data layout transformation for structured grid codes in CUDA. We also benchmarked a NVIDIA Tesla GPU to reveal its DRAM banking and interleaving scheme. Based on the microbenchmark results, we developed a layout transformation methodology that can significantly speed up various structured-grid codes by distributing concurrent memory requests evenly to DRAM channels and banks.

Our methodology does not preclude opportunities of applying other transformations that aims at improving reuse. Future work investigating holistic data layout transformations addressing temporal locality, spatial locality, and MLP will be paramount to achieving the highest levels of performance for important, bandwidth-bound structured grid applications.
We have argued that:

- Efficient in-place transposition of rectangular matrices for the GPUs can be done through composing elementary transpositions, in a novel three-stage approach.

- Padding to square matrix and perform trivial in-place transposition for square matrices is not a very attractive option on the GPU due to limited parallelism.

- Array-of-structures can be considered as a tall matrix and we can use fast tiled transposition to achieve good performance at a fraction of cost comparing to a full transposition, which is effectively an array-of-structure to structure-of-array conversion.

- Moreover, tiling multidimensional arrays found in structured-grid applications can improve memory level parallelism by creating hardware-friendly strides for the underlying GPU memory interleaving system.

In the past decades, the trend of DRAM development requires increasingly larger and larger burst lengths. This implies a widening gap on the memory performance between truly random access and sequential access. For modern massively parallel architectures like GPUs, it implies drastic performance improvements if memory accesses are well vectorizable.

Many applications rely on transposition to gain such vectorizable access as well as locality. We have presented the elementary transpositions that exhibit good locality and balanced load thanks to efficient atomic operations on the GPUs. We have also argued that a full transposition can be done in three steps by composing these elementary transpositions.

The problem of matrix transposition can be generalized to handle the array-of-structures that creates a working set that is too large for current
GPUs. We have demonstrated that full transposition which leads to a structure-of-array layout is not necessary for good memory throughput. A tiled layout that requires only one step of transposition can be used instead and with very high conversion performance.

Finally, we have extended the methodology to increase not only the memory vectorization but also memory-level parallelism between vectorized memory requests by tiling the data structure in structured grid applications. This lead to significant memory throughput improvements especially for GPUs that does not have sophisticated memory interleaving schemes.
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